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This study aims to optimize the velocity of ring shape parameter for designing the nozzles using computational fluid 
dynamics (CFD) and investigated the flow in nozzles using ANSYS, Inc. simulation software. The model geometries 
were defined using ANSYS FLUENT-Design Modeler platform. All nozzles were designed on unstructured triangular 
elements comprising of 1200000 mesh nodes. The differential governing equations were applied in ANSYS FLUENT 
based on a finite volume method. The distance and dimensions of ring location significantly influence the velocity 
of water during flow where the maximum velocity at double rings reduces the surface area at distance of 7mm and 
15mm and 2x2 mm dimensions. Considering 8, 10, and 12 bar liner proportions, there was an increase in the velocity 
at maximum points in ring shapes.
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INTRODUCTION

The fluid dynamics problems are typically complicated 
for solving as the system of equations is strongly non-
linear system in order to govern the phenomenon. It be-
comes complicated for finding accurate solutions. On the 
contrary, computational fluid dynamics (CFD) technology 
was successful in order to calculate the fluid dynamics 
because of the close proximity between numerical sim-
ulation, experimentation, and theory in fluid dynamics. It 
has been observed from the theory proposed by Back, 
Massier&Gier [1] that experience is mandatory for testing 
the hypotheses, whereas this theory becomes important 
for explaining the findings. Therefore, it is essential for 
validating the experimental results as numerical simula-
tion is independent of experience.
The effect of nozzle geometry and shape on flow is in-
teracted with numerous nozzle simulations with different 
types of nozzles and fluids. Fluids in nozzles were exam-
ined in previous studies. For instance, the performance 
of fluid dynamic was studied by Brusiani, Falfari&Pelloni 
[2] for three different injector hole shapes diesel nozzle
cylindrical, k hole, and KS hole by investigating the noz-
zle layouts through 3D-CFD fully transient multiphase
approach. The flow field was studied numerically by Ta-
maki et al [3] for radial turbine using CFD and variable
area nozzle. The study has revealed, by examining two
throat areas, that the influence was very weak with the
largest opening on leakage flow on the flow field nozzle
downstream. Similarly, the impact of entertainment near
the nozzle inflow was examined by Babu and Mahesh
[4] on spatially evolving turbulent jets and round lami-
nar jets through direct numerical simulation (DNS). The
study has revealed that the significance of nozzle inflow

facilitates in setting the flow of turbulent jet simulation.
The effect of nozzles geometry was numerically exam-
ined by Matsuo et al [5] with the interaction between flow 
characteristics and nozzle geometry in spiral nozzle via 
unified platform for Spalart-Allmaras as turbulence mod-
el and aerospace computational simulation. Further-
more, Theerayut and Nuntadusit [6] have examined the 
flow attributes of jet from expansion pipe nozzle through 
the numerical simulation model and 3-D numerical simu-
lation with standard k - ε turbulent model. The study has 
revealed that a reverse flow of ambient fluid was gener-
ated through these characteristics into the pipe nozzle 
chamber with the collar. Alam et al [7] have examined 
the impact of flow parameters at the exit of nozzles for 
focusing on the impact of nozzle flow parameters. The 
study has found that the nozzle geometry had an appar-
ent impact on discharge coefficient via Reynolds-aver-
aged Navier-Stokes (RANS) equations. 
Belega and Nguyen [8] have examined the nozzle flow 
by using the convergent-divagated model and identi-
fied the fluid behaviour using CFD. Similarly, the flow in 
convergent-divagated nozzle was examined by Rao et 
al [9] with different Mach number and nozzle ratio using 
CFD. In addition, CFD analysis of flow was used by Sa-
tyanarayana et al [10] for different cross-sectional shapes 
in convergent-divagated nozzles in order to examine the 
appropriate nozzles for giving high-exit velocity among 
different cross-sections. The study has revealed that the 
shape of nozzle is dependent on the fluid characteristics 
for affecting the flow throughout the nozzle and flow ex-
pansion level. Moreover, the compressible flow in con-
vergent-divergent nozzle was numerically simulated by 
Mohamed et al [11] for studying the pressure effect on 
the flow attributes. The turbulence was modelled by us-
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ing Reynolds averaged Naveir-Stocks (RANS) equations 
and two transport equations.
There is a paucity of literature discussing the numerical 
simulation of flow in nozzles. For instance, the effect of 
diesel nozzle geometry on the introduction and develop-
ment of cavitation was numerically examined by Payri et 
al. [12] and Macian et al. [13]. Du, Liu and Tang [14] have 
conducted CFD for studying the nozzle internal flow and 
diesel fuel spray, while Masuda et al. [15] included the 
mixture formation in the chamber through CFD simula-
tions. A CFD cavitation model was developed by Gianna-
dakis, Gavaises and Arcoumanis [16] for diesel injector 
nozzles on the basis of Eulerian-Lagrangian approach. 
Giannadakis and colleagues have explained that their 
model can express several cavitation structures in inter-
nal nozzle flows and revealed that these structures are 
relied on flow conditions and nozzle design. Shan, Zhang 
and Huang [17], in a recent numerical and experimental 
study, have compared the aerodynamic performance of 
several micro lobed nozzle ejectors with different geom-
etries. Shan, Zhang and Huang [17] have used the k-ε 
standard turbulence model for conducting RANS simu-
lations. 
The majority of nozzle simulations are concerned with 
the impact of nozzle shape on the association of the 
spray or jet with the fluid downstream of the nozzle. For 
instance, direct numerical simulation was undertaken 
by Boersma, Brethouwer and Nieuwstadt [18] at a low 
Reynolds number of 2400 using a spatially developing 
free round. Boersma, Brethouwer and Nieuwstadt [18] 
have compared their outcomes with the simulations 
conducted by Hussein, Capp and George [19] and Pan-
chapakesan and Lumley [20] and revealed better accord 
with the numerical simulations. The impact of inflow con-
ditions was examined by Babu and Mahesh [4] on the in-
clusion of the ambient fluid into the jet exiting the nozzle.
Various scholars have assessed the accuracy of the tur-
bulence model in order to expect the flow field and the 
nozzle performance by conducting the numerical and 
experimental studies. These studies have conducted 
two-dimensional axisymmetric compressible flow anal-
ysis using a CD nozzle with the assistance of ANSYS 
FLUENT via K-ε turbulence model. In this regard, Najar, 
Dandotiya and Najar [21] have conducted a comparative 
assessment between the models on the velocity, tem-
perature contours, vectors, and pressure for developing 
the efficient design conditions for CD nozzles.
There seems to be a lack of basic understanding about 
the changes made by the flow field with respect to the 
changes made in the nozzle exit region, although re-
searchers have highlighted the significance of the initial 
conditions on the downstream flow at the nozzle exit 
plane. Thereby, it is of significant interest for developing 
a CFD approach for examining the turbulence and mean 
features of fluid flow using a nozzle, and for studying 
the impact of nozzle shape on the exit conditions in the 
post-contraction region.

CFD is a multipurpose technique of simulation and mod-
elling of flow fields, which offers accurate findings about 
the flow features of an object. The complexity in the com-
putational studies of the flow field is imposed through the 
solution of RANS being transient in nature, and the in-
tegration of an adequate turbulence model for closure 
of RANS equations. Discrepancies between the exper-
imental measurements and numerical simulations are 
induced by the compressible flow regions in nozzles be-
ing dominated by complex secondary flows and intense 
pressure gradients. 
It has been observed that different methods of analy-
sis were covered in previous studies related to the flow 
of nozzles. However, numerical method has described 
effectively the results as compared to the experimental 
method, which require complicated nozzle geometries. 
Current modifications in building sizes and increase 
have raised concerns for additional water with high ve-
locity, specifically in case of fire, for mitigating the asso-
ciated obstacles. In this regard, this study has optimized 
the velocity of ring shape parameter in order to design 
the nozzles using CFD. 

METHODS

The study of fluids in motion is dedicated through CFD 
and how processes are influenced by the fluid flow be-
haviour including chemical reactions and heat transfer in 
combusting flows. In addition, fundamental mathemati-
cal equations demonstrate the physical attributes of the 
fluid motion typically in the form of partial differentiation, 
which direct a process of interest, and are usually termed 
as governing equations in CFD. In this study, CFD tech-
nique has been used for examining the velocity of ring 
shape parameter for designing the nozzles.
Generally, the Euler-Euler and Euler-Lagrange ap-
proaches were often utilized for numerically simulating 
the multiphase flows. The continuous phase, in the Eu-
ler-Lagrange is modelled by explaining the time aggre-
gated Navier-Stokes equations, whereas the disseminat-
ed phase is explained by tracking a series of droplets, 
bubbles, or particles via the computed continuous flow 
field. This approach made a fundamental postulation 
that the disseminated phase possesses a low-volume 
fraction, which would recommend that the disseminated 
phase attributes are not closer and must be treated as 
independent [22, 23]. 
On the contrary, different phases, in the Euler-Euler ap-
proach, are treated mathematically to explain ranges. 
However, this approach indicates that the phases sep-
arate or mix, and possesses a high-volume fraction [23, 
24]. The high-volume fraction recommends that the dis-
seminated phase attributes are closer to be considered 
as independent. Thereby, the engagement between the 
influence of the secondary phase and multiphase flow 
will be larger to measure for. The Volume of Fluid, Eule-
rian-Eulerian, and Mixture models are the three different 
Euler-Euler multiphase flow models. 
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This study has used ANSYS, Inc. simulation software for 
investigating the flow in nozzles. The nozzles were de-
fined using software: SolidWorks in order to introduce 
ring shapes. The dimensions proposed by Zhang et al., 
[25] have been used to describe the nozzle base model
in this studywhich is shown in figure (1). This nozzle is
20 mm in diameter at the outlet, 141.96 mm in length,
and 50 mm in diameter at the inlet. In addition, this study
has presented all nozzles with equal length and inlet and
outlet diameters for the nozzles.
The shapes of the physical boundaries of the fluid are 
specified through the nozzle geometries definition. AN-
SYS FLUENT-Design Modeler platform was used to 
define the model geometries. A 2D analysis type was 
selected for defining the nozzle dimensions based on 
the model. The shapes and computing areas of nozzles 
were drawn through ANSYS CFD software. 
The total mesh number of nodes (1200000) was adopt-
ed for unstructured triangular elements on surfaces for all 
nozzlesas shown in figure (2). Coarse grid solutions might 
be affected by the mesh topology and element type topol-
ogy, and in turns achieved a grid-independent solution by 
affecting the mesh resolution. In addition, the mesh siz-
es increment was progressively reduced by the number 
of extension nodes using an exponential growth function 
where the aspects were positioned away from the outlet 
and inlet regions. The level of grid sizes from coarse to 
fine were ascended by the number of elements directly 
proportional to the numbers of nodes. The study has se-
lected medium mesh level with high smoothing in order to 

50
 m

m

20
 m

m

pressure outlet

wall velocity=0

wall velocity=0

pressure inlet
8 Bar
10 Bar
12 Bar

Figure 1: Geometry of the Nozzle

Figure 2: mesh generation

Table 1: Mesh type and number of nodes

Mesh coarse medium fine
Number of nodes 800000 1200000 1400000

represent the mesh density. It is observed that the turbu-
lence is captured through the fine mesh rather than the 
interior domain. The number of grids points and computa-
tional time was reduced by this possession (Table 1).

Figure 3 shows the volume flow rate computed at three 
different values of pressure (8, 10 and 12 bar) for using 
the three different types of mesh mentioned in Table 1. It 
can be noticed that the results achieved by medium and 
fine mesh are almost identical. Therefore, the medium 
mesh is selected as a reference mesh number for all cas-
es in this study. almost identical. Therefore, the medium 
mesh is selected as a reference mesh number for all cas-
es in this study.
Validation is the preliminary mean for evaluating the 
accuracy and reliability in computational simulations. A 
well-documented benchmark experimental or numerical 
data has to be used to validate the process that assess 
modelling uncertainty. In order to validate the numerical 
approach utilized in this study, the obtained CFD results 
were compared with the numerical data of Zhang et al. 
[25]. Figure 4 presents the comparison between current 
study and Zhang et al. [25] for axial velocity component. 
It is clear that a very good agreement between the re-
sults of current study and of Zhang et al. [25] is obtained.

Figure 4: Axial velocity component  
(current study Vs. Zhang et al. [25])

Figure 3: Flow rate for different mesh number
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Boundary Conditions

The inlet of nozzles was shown with a pressure of 8 bar, 
10 bar, and 12 bar, respectively, and the outlet pressure 
of 1.10235 bar. No slip condition describes the boundary 
conditions at the wall including grooves, rings, and noz-
zle. This refers to the relative velocity between the fluid 
and wall, which was adjusted at zero. For all models, 
flow analysis was conducted in steady state mode. 

Solver

ANSYS FLUENT 15.0 was selected for the simulations 
of the CFD technique. With the consideration given to 
viscous, monophasic, and incompressible fluid and iso-
thermal process fluid motion, CFD simulations were 
simulated for turbulent flows in steady state. During the 
numerical computing, a finite volume method was ap-
plied to solve the differential governing equations in AN-
SYS FLUENT. The upwind scheme of second order was 
performed for the spatial discretization for all conserva-
tion equations and for the fluids. Similarly, the pressure 
and velocity were coupled in this phase using SIMPLE 
scheme. The second-order accuracy was selected for 
the overall spatial discretization. A liquid-water is select-
ed as material for the overall spatial discretization. 
Following are the parameters selected for the solution 
controls (Table 2):
• Turbulence Dissipation rate = 0.8
• Turbulence Kinetic Energy = 0.8
• A default under relaxation factor

Procedure Details

Problem set up
General- solver

Type: pressure-based Veloci-
ty: absolute 
Time: steady 
2D space: planar

Models Viscous: turbulent 
SST k-ω

Materials liquid, water

Boundary condition
Inlet: pressure inlet 
At 8,10 &12 bar 
Outlet: pressure outlet

Reference value
Compute from: inlet 
Reference zone: solid surface 
body

initialization Hybrid initialization

Nozzle Model 
type (Rings) Geometries parameters

Model a
One ring with dimensions of 1×1 
mm and distance from nozzle exit 
10 mm.

Model b
One ring with dimensions of 1×1 
mm and distance from nozzle exit 
15 mm.

Model c
One ring with dimensions of 2×2 
mm and distance from nozzle exit 
10 mm.

Model d
One ring with dimensions of 
2×2mm and distance from nozzle 
exit 15 mm.

Model e

Double rings with dimensions of 
1×1 mm, 7mm distance for first 
ring and 15mm for second ring 
from nozzle exit.

Model f

Double rings with dimensions of 
2×2 mm, 7mm distance for first 
ring and 15 mm for second ring 
from nozzle exit.

Table 2: Analysis Procedure followed for both rings

Through these properties, residual monitoring was en-
sured whereas convergence criteria were prepared. The 
iterations continue after adjusting the number of iterations 
to capture the convergence. The configuration and dimen-
sions of all studied cases are summarized in Table 3.

Table 3: Nozzle Model Types and Associated 
Parameters

RESULTS

The velocity of water during flow was significantly affected 
by the distance and dimensions of ring location, specifical-
ly where the maximum velocity was given by double rings 
with 2x2 mm dimensions and distance of 7mm and 15mm 
from nozzle exit in order to reduce the surface area. The 
optimization was found to be positive where the velocity 
increased with the increase in pressure. It was also estab-
lished that the mean velocity was substantially increased 
with the presence of ring at the exit, and needs a much 
higher inlet pressure for moving the fluid using the nozzle. 
In addition, the narrowest outlet section in all nozzle types 
is reported through the maximum value of velocity at the 
outlet section. 
Similarly, the distance of 7mm and 15mm for the first ring 
and second ring with 2x2 mm dimensions were selected 
for changing the ring to double rings. The velocity was 
increased at maximum point considering at all pressure 8, 
10, and 12 bar liner proportion. Due to the number of rings 
and its associated dimensions, the surface area might be 
affected because of this change and 2x2 mm dimension.
In addition, Table 4 presents the changes in number of 
rings to double rings with 7 mm distance for first ring and 
15 mm distance for second ring along with 1x1 mm di-
mensions. It has been observed that variations exist be-
tween the increase in velocity at 8 bar, 10 bar, and 12 bar 
liner proportion, which reduced the surface area.

621        Istraživanja i projektovanja za privredu ISSN 1451-4117
Journal of Applied Engineering Science Vol. 19, No. 3, 2021

Obai Younis - Optimizing the velocity of ring shape parameter for designing the nozzles using cfd



Models type (Ring)
Velocity (m/s)

At 8 (bar) At 10 (bar) At 12 (bar)

Model a 41.8 46.7 51.1

Model b 47 52.6 57.7

Model c 41.1 46.2 50.9

Model d 42.3 48.5 51.8

Model e 45.7 51.1 56

Model f 49.1 55.1 60.6

Table 4: Results analysis for rings

The effect of ring dimensions 1×1 (mm) located 10 mm at 
8 bar, 10 bar, and 12 bar, in velocity of water during flow 
in the nozzle is shown in Figure 5. The model reveals that 
the relationship of pressure and effect of ring dimension 
1×1 mm and distance is proportion.

Figure 5: Velocity contours of first ring model with dimensions of 1×1 mm and distance from nozzle exit at 10 mm

Figure 6 shows the effect of ring dimensions 2×2 (mm) and 
location 10 mm at 8 bar, 10 bar and 12 bar, in velocity of 
water during flow in the nozzle. The model revealed that the 
relationship of pressure and effect of ring dimension 1×1 
mm and distance 15 mm is proportion relationship, and rate 
of velocity is more than the model presented in Figure 5. 
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b) Pressure 10 bar
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a) 8 bars

c) 12 bars

b) 10 bars

Figure 6: Velocity contours of first second ring model with dimensions of 1×1 mm and distance 
from nozzle exit at 15 mm

Figure 7 reflects the effect of the ring with 2×2 mm di-
mensions and distance of ring location is 10 mm far away 
from exit of the nozzle. It also exhibits its effect in veloc-
ity increased at 8 bars, and at 10 bars; while, at 12 bar 

the velocity increased more than 8 bar and 10 bars. This 
variation shows that when ring thickness increased the ve-
locity decreased because of water separation caused by 
distance reduction.

a) 8 bars

b) 10 bars
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c) 12 bar

Figure 7: Velocity contours of first third ring model with dimensions of 2×2 mm and distance from nozzle exit at 10 mm

Figure 8 shows the effect of ring dimensions 2×2 (mm) 
and location 15 mm at 8 bar, 10 bar and 12 bars, in ve-
locity of water during flow in the nozzle. This model re-
veals that the relationship of pressure and effect of ring 

dimension 2×2 mm and distance 15 mm is proportion. 
This may be due to difference in ring dimensions and in-
crease in ring thickness that decreases velocity because 
of water separation caused by distance reduction.

Figure 8: Velocity contours of fourth ring model with dimensions of 2×2mm and distance from nozzle exit at 15 mm

Figure 9 illustrates the effect of double rings dimensions 
1×1 (mm) and location 7 mm for the first and 15mm for 
second ring from the exit at 8 bar, 10 bar and 12 bars, 
in velocity of water during flow in the nozzle. The results 

demonstrate that its effect in velocity increased at 8 bar, 
10 bar and 12 bar velocity because they at 10 mm dis-
tances, unlike Figure 2.

a) 8 bars

b) 10 bars

c) 12 bar
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At 8 bars

At 10 bars

At 12 bars
Figure 9. Velocity contours of fifth ring model with dimensions of 1×1 mm, 7mm distance for first ring and 15mm for 

second ring from nozzle exit

Figure 10 shows the effect of double rings dimensions 
2×2 (mm) and location 7 mm for the first and 15mm for 
second ring from the exit at 8 bar, 10 bar and 12 bars, in 
velocity of water during flow in the nozzle. The velocity 

increased at 8 bar and also increased in 10 bar and 12 
bars in liner proportion due to number of rings and its 
dimension that reduced the surface area.

At 8 bars

At 10 bars
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At 12 bars

Figure 10: Velocity contours of sixth ring model with dimensions of 2×2 mm, 7mm distance for first ring and 15 mm 
for second ring from nozzle exit

The results have clearly shown that there is significant 
impact of dimensions and distance of ring location on 
the velocity of water during flow, especially where double 
rings with dimensions with 2×2 mm and distance 7mm 
and 15mm from nozzle exit. This condition offers maxi-
mum velocity as the result of decrease in surface area. 
The rationale for this mechanism can be explained by 
the presence of large separation that reattaches near the 
exit of the ringed nozzle. The exit flow increases, along 
with re-entrant flow near walls due to elongated recircu-
lation zone as the baseline nozzle is stimulated with an 
added ring. 
Therefore, it is stated that velocity increases as the sur-
face area of nozzle decreases. The result stating that 
there is significant positive effect of increase in pressure 
on velocity is in agreement with Yu et al. [26]. Moreover, 
the analysis also showed that presence of a ring signifi-
cantly increases mean velocity at the exit and increased 
inlet pressure is required to move the fluid through the 
nozzle. These results are consistent with one of the pre-
vious studies conducted by Bilir et al. [27], who showed 
that narrow outlet section in all nozzle types helps veloc-
ity to reach at its maximum value.

CONCLUSION

The two-dimensional steady flows were simulated for 
investigating the effect of velocities in the nozzles un-
dertaking different pressures. The study has adjusted 
twelve monitoring sections in the nozzles horizontally. 
The core objective of this study was to optimize the ring 
shape velocities on the water flow. The study has ap-
plied the water passing through the nozzle shapes for al-
leviating the velocities. A homogenous flow assumption 
and steady simulation was used for simulating the entire 
flow passage of models through shear stress transport 
equations along with standard turbulent model. The noz-
zle was compared with the simulation results regardless 
of any modification. Better expectations were reflected 
through these results regarding the use of rings in or-
der to enhance operation of nozzles in the same dimen-
sion for increasing water velocity. It was observed that 
no changes were made in different parameters with the 
modifications made in the nozzle for grooves.
Therefore, considering the results, future studies can 

utilize these models for increasing the velocities and im-
proving the surface area covered by water. Future stud-
ies should consider adopting short distance for decreas-
ing the velocity and separating the water. Additional rings 
should be applied for gaining more insights on effects of 
velocities.
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This paper discusses an analysis to obtain the optimal thermal sensor placement based on indoor thermal character-
istics. The method relies on the Computational Fluid Dynamics (CFD) simulation by manipulating the outdoor climate 
and indoor air conditioning (AC) system. First, the alternative sensor's position is considered the optimum installation 
and the occupant's safety. Utilizing the Standardized Euclidean Distance (SED) analysis, these positions are then 
selected for the best position using the distribution of the thermal parameters' values data at the activity zones. On-
site measurement validated the CFD model results with the maximum root means square error, RMSE, between both 
data sets as 0.8°C for temperature, the relative humidity of 3.5%, and an air velocity of 0.08m/s, due to the significant 
effect of the building location. The Standardized Euclidean Distance (SED) analysis results are the optimum sensor 
positions that accurately, consistently, and have the optimum % coverage representing the thermal condition at 1,1m 
floor level. At the optimal positions, actual sensors are installed and proven to be valid results since sensors could 
detect thermal variables at the height of 1.1m with SED validation values of 2.5±0.3, 2.2±0.6, 2.0±1.1, for R15, R33, 
and R40, respectively.
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INTRODUCTION

Electricity consumption that meets the thermal com-
fort demand is currently a strategic issue in the build-
ing sector. In Indonesia, energy consumption for the air 
conditioner (AC) system reached 20-30% in upper-mid-
dle-class residential buildings [1]. Meanwhile, in com-
mercial buildings, AC is estimated to cover more than 
half of electricity consumption. According to ASHRAE 
55, thermal comfort is a state of mind that describes 
someone's satisfaction toward the thermal environment, 
assessed through subjective evaluation [2]. Besides the 
human factor, thermal comfort is significantly influenced 
by environmental factors, such as the occupants' thermal 
environment conditions [3][4]. Every indoor environment 
has unique thermal environment characteristics that cre-
ate a unique pattern of its thermal comfort needs. The 
uniqueness is due to the room's form and orientation, 
building envelope, outdoor thermal environment, and air 
conditioning system. 
Good building management allows a building to produce 
an indoor environment with a high thermal comfort level 
but minimum energy use. A suitable management strat-
egy is obtained by understanding the characteristics of 
the indoor thermal environment. Therefore, it is essen-
tial to have an indoor environment monitoring system. 
Environmental parameter sensors installed in the indoor 
environment will provide information that describes the 
indoor environment's characteristics. Table 1 shows sev-
eral studies related to the indoor environment monitoring 
system. The accuracy of the monitoring results depends 

on the number of sensors installed. More sensors create 
a more accurate monitoring system representing the in-
door environment's characteristics. Hence, Muriel et al. 
conducted a study in a church where sensors were dis-
tributed at several positions of different heights to obtain 
a detailed distribution of measured environmental pa-
rameters at all zones [5]. A similar study was found in [6]. 
However, the utilization of many sensors would raise the 
budget and difficulties of its installation, maintenance, 
and data processing to produce useful information [7].
Measurement errors of the environmental parameters 
caused by a limited number of sensors can be reduced 
by optimizing those sensors' placement. Several ap-
proaches are found in the previous research used to 
study sensor placement in indoor environments, aiming 
to obtain a measurement that could accurately represent 
the indoor environment's characteristics. Sensor place-
ment, which considers the room's topology, was pro-
posed by T. Seabrook [8] and cited by [9].  The topology 
strategy was used to place four sensors in 16 rooms in 
a building optimally and have the minimum number and 
useful sensors. The building topology was divided into 
six categories, which are line, star, circle, island, com-
pact-grid, and dispersed-grid. Each of them has a suit-
able sensor placement location.
Using the thermal parameter values distribution to deter-
mine sensor placement can improve the measurement 
accuracy in representing the indoor environment char-
acteristics. In the case of air quality monitoring systems, 
the distribution of air quality parameter values can be 
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Ref. Authors 
(Year)

Thermal comfort parameters Visual comfort 
parameter

Air quality 
parameter Consideration perspective 

for sensors placement
Temperature Humidity Air velocity Illumination Contaminant

[5]
Muriel, 

M.V.J., et al.
(2014)

○ ○ ○
Sensors were spread in sev-
eral positions in the building 

with different heights. 

[6]
Rattanong-
phisat, W., 

et. Al (2017)
○ ○

Sensors were placed in 
several positions in the 

building, but there is no fur-
ther detailed explanation.

[8] 
[9]

Seabrook, T 
(2016) ○

Sensors are placed 
based on the room or 

building topology. 

[10] Eliades, 
D.G., (2013) ○

The placement of the 
sensor is based on the 
calculated impact of the 
contaminant dispersion 

event scenario.

[11] Sharma, H. 
(2019) ○

The method was based 
on the operator move-

ment pattern (transfer op-
erator based framework). 

[12] Waeytens, J., 
et al. (2018) ○ Based on the maximum source 

location collected in the room.

[15]
Yogana-
than, D. 
(2018)

○
Sensors placement using 
K Means Clustering and 

Pareto principal.

[14] Lee, S., et 
al. (2019) ○

Sensor placement is based 
on errors and entropy of 

the measurement results.

[16] Erickson, P., 
et al. (2015) ○ ○ Sensor placement is based 

on the Gaussian process.

[17]
Al-Kuwari, 
M., et al. 
(2018)

○ ○ ○ ○
Sensors were placed inside 
the room, particularly under 

the ceiling.

[18] Zhou, P., et 
al. l (2015) ○

Sensors were placed at 
the height of 2m for safety 

and to prevent interfer-
ence from its occupants.

[19] Jin, Y., et al. 
(2018) ○ ○ ○

Sensors were placed at the 
height of 1.6m (represent-

ing the environment around 
the occupant's neck). 

[13] Yanti., R. J., 
et al. (2019) ○

Sensor placement is based 
on the Gaussian process 

analysis in variable values 
distribution at the height of 
1.1m using CFD simulation.

This paper ○ ○ ○

Sensors placement based 
on analysis of Standardized 

Euclidean Distance in variable 
values distribution at the height 
of 1.1 m using CFD simulation 

for several scenarios.

Table 1: Consideration perspective used for sensors' placements in the indoor environment monitoring system
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traced using contaminant dispersion scenarios [10], op-
erator displacement patterns [11], and CFD simulations 
to localize the maximum source [12]. Meanwhile, in a 
thermal environment monitoring system, the thermal en-
vironment parameter value distribution can be obtained 
using CFD simulations, as done in [13].
Several methods could be used to analyze the environ-
ment parameters' value distribution. One can obtain the 
sensors' locations to provide the most accurate mea-
sured values, such as the calculation of errors and entro-
py of the measurement results [14], K-Means Clustering 
[15], and Gaussian process [16].
Another essential consideration is the occupants' activ-
ities. The installed sensors should not interfere with the 
occupants' activities, such as placing the sensors on the 
ceiling [17] or at the height of 2 m [18]. Hence, occupant 
activities' type and location will determine the number of 
sensors and their location. The value measured by the 
sensor is the value of the environmental parameter per-
ceived by the occupants. Jin, Y. et al. [19] used a sensor 
at the height of 1.6 m on a thermal environment monitor-
ing system in a city residence in China that represents 
the environment around the occupation's neck when per-
forming an activity while standing.
Yanti, R. J., et al. [13] considered the thermal parameters 
value distribution at a height determined by its occupant 
activity in an educational building classroom. The stu-
dents carried out studying activities while sitting and feel-
ing the exposure to thermal conditions at the height of 
1.1m [2]. The data was obtained from a CFD simulation 
using IESVE software. Meanwhile, the method used to 
determine the sensor location from the distribution data 
is the Gaussian method. The study is limited in its val-
ue distribution data of the indoor thermal environment 

parameter, representing one thermal parameter and one 
room condition scenario. A condition that is not quite 
enough to describe the indoor thermal environment in 
the reviewed case. Furthermore, validation of the anal-
ysis results on the installed sensor is not yet discussed.
Given the discussion above, it can be assured that a 
method for finding the optimal thermal sensor placement 
is not yet available. Hence, the sensors data should ob-
tain indoor thermal characteristics on the occupant's ac-
tivity using three thermal parameters: temperature, rela-
tive humidity, and air velocity.
This paper discusses an analysis of optimal sensor place-
ment positions by considering indoor thermal character-
istics on the occupant's activity area. The indoor thermal 
environment characteristics are obtained from the data 
distribution of the thermal environment parameters value 
for several possible room conditions using CFD simu-
lation by manipulating the outdoor climate and air con-
ditioning system. The alternative sensors' positions are 
determined by considering installation convenience and 
occupant's safety. Utilizing the Standardized Euclidean 
Distance analysis, these positions are then selected for 
the best position using the distribution of the thermal pa-
rameters' values data at the activity zones. This meth-
od was chosen since it can present three dimensions of 
thermal environment parameters measurement, includ-
ing temperature, humidity, and air velocity [20].

MATERIALS AND METHODS

The methodology used in this research consists of 3 
stages: field observation, simulation of indoor thermal 
environment condition scenario using the CFD model, 
and sensors placement analysis, as shown in Figure 1. It 
will be further explained in the next section.

Figure 1: The methodology of research
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Study case

The case studied in this research is an educational build-
ing room in SMKN 3 Yogyakarta, a vocational high school 
located in Yogyakarta, Indonesia, with 30,000m2 (Figure 
2). Its buildings consist of old buildings with Yogyakarta-lo-
cal design and new buildings with modern design. Gener-
ally, a classroom's geometry is typical with the same form 
and envelope. The air conditioning systems vary, but most 
of the classroom still use natural ventilation.
The three classrooms observed are R15, R33, and R40 
classrooms (Figure 2b), which have typical materials and 
envelopes. R15 classroom's dimension is 15x9m2 with 
three Air Conditioners; meanwhile, R33 and R40 dimen-
sions are 9x9m2 with natural ventilation. Their geometry 
is shown in Figure 3.

(a) (b)
Figure 2: School area, (a), and rooms layout, (b), of SMKN 3 Yogyakarta

(a)

(b)
Figure 3: The geometry of (a) R15, (b) R33 and R40

CFD modeling

The indoor thermal environment's characterization was 
conducted by analyzing the thermal environment param-
eters value for several possible room conditions using 
the CFD model results by manipulating the outdoor cli-
mate and air conditioning system. One of the essential 
factors in CFD modeling for the indoor thermal environ-
ment is the school area where rooms or buildings exist. 
The closer it is to the ground, where most of the living 
things are, the more the atmosphere's elements change 
rapidly. For example, the wind velocity will decrease as it 
gets closer to the ground due to friction and less air mix-
ture. The climate in the land surface, called microclimate, 
is vertically estimated up to 1.5-2m [21]. The main factors 
that influence microclimate are land surface conditions, 
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which includes soil, vegetation, and building infrastruc-
tures. These factors will affect the amount of solar radia-
tion energy received and reflected on the surface and the 
air movement on the land surface. For an indoor envi-
ronment with fixed form, orientation, envelope, function, 
and occupants, the indoor thermal environment would be 
influenced by microclimate and air conditioning systems.
In this research, the indoor environment that consists of 
R15, R33, and R40 classrooms were modeled into the 
SMKN 3 Yogyakarta school area. The CFD model was 
built in software called Integrated Environmental Solu-
tion - Virtual Environment (IES-VE). IES-VE is a com-
mercial software to perform a comprehensive building 
simulation needed by professionals to conduct a detailed 
environmental assessment and optimize building design 
[22] [23]. Three essential tools in IES-VE used to perform 
CFD simulation for gaining value distribution of indoor 
thermal environment parameters are ApacheSim, Mi-
croflow, and Suncast. ApacheSim is a dynamic thermal 
simulation program based on the mathematical model 
of heat transfer. Simulation in ApacheSim resulted in a 
resultant value of indoor thermal environment conditions 
that will change dynamically due to the alteration of dis-
turbance from time to time. Microflow simulation is used 
to obtain the value distribution of indoor environment pa-

Input
Weather data Yogyakarta (file .epw from meteonorm)
Parameter Model
Heat transfer coefficient
Roof (clay Tile, wood-cavity-plywood)
Internal wall (plaster-brick-plaster)
External wall (plaster-brick-plaster)
Door
Floor
R15 (concrete tiles – synthetic carpet)
R33-R40 (concrete tiles)
Grille ventilation 
Clear glass window

: 0.2585 W/m2 K
: 2.4910 W/m2 K
: 3.078 W/m2 K
: 2.2967 W/m2 K

: 0.6518 W/m2 K
: 0.8949 W/m2 K
: 3.8502 W/m2 K
: 6.3962 W/m2 K  

Room geometry 3D
Location
Latitude 6.97° South
Longitude 110.37° East
Elevation 113 m
Wind exposure Normal
Terrains type Suburbs
Window Top hung 
Door Side hung 
Output
School area thermal environment : Wind velocity, Irradiation flux
Indoor thermal environment : Temperature, Relative humidity, Air velocity

Table 2: IES-VE setting in CFD modeling

rameters at certain heights, which requires CFD simula-
tion. Meanwhile, Suncast is utilized to gain the irradiation 
flux value on the building envelope surface. Table 2 is the 
list of IES-VE settings used in the CFD modelling.
CFD simulation is a numerical solution related to three 
fluid flow conservation equations, including continuity, 
momentum, and energy conservation [24]. CFD mod-
el's quality can be shown from the convergence test and 
mass balance test. The convergence test is performed 
by reviewing the residual value that indicates an imbal-
ance from the conservation equation. Meanwhile, the 
mass balance test is conducted to ensure if the system 
satisfies the mass conservation law in which the mass 
flow entering the system through an inlet should equal 
the mass flow leaving through an outlet.
Model validation was done by comparing the model re-
sults in IES-VE with field measurement. For the school 
area thermal environment model, the irradiation flux 
variable is represented by the building envelope's tem-
perature [25]. Measurement of the building envelope 
temperature used a thermal camera on the R15, R33, 
and R40 classrooms' wall surfaces. Meanwhile, wind ve-
locity measurement was done in several locations in the 
school area and measured at the height of 1.5m and 3m. 
Model validation of the indoor thermal environment was 
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conducted for the model output variables, including air 
temperature, humidity, and air velocity. Those three vari-
ables measurement was done in 5 measurement points 
inside the classrooms at the height of 1m, 2m, and 3m.

Simulation of thermal environment condition 
scenario

The thermal environment model's simulation aims to 
obtain the distribution of thermal environment parame-
ter values data on occupants living zones. In our model, 
students as occupants are doing learning activities in a 
classroom while experiencing thermal conditions at the 
height of 1.1m [2]. Several input scenarios are given to 
obtain simulation results representing the characteristics 
of the indoor thermal environment. Table 3 shows the 
outdoor climate and air conditioning input scenarios by 
varying the IES-VE weather data settings. The four dif-
ferent dates represent the sun's annual path from the 
equator towards 23.5oN and 23.5oS.

Sensors placement analysis

Two steps of approaches are used to determine thermal 
sensor locations. First, the method is considered an alter-
native position where the sensor installation is convenient 
and ensures the occupant's safety. Secondly, the sensor 
locations were decided by representing the indoor thermal 
environment (temperature, humidity, and air velocity) at 
the height of 1.1 m. The representation level is described 
by the Euclidean distance between the installed sensor 
measured value and the thermal condition measurement 
value at the height of 1.1 m, as shown in Figure 4.

Classroom
Model input variable

Output Variable
Building outdoor climate Indoor air conditioning

R15 Classroom 
(16 scenarios)

Weather data date setting 
on:

M-21 March
J-21 June

S-23 September
D-22 December

AC ON/OFF:
AC OFF

AC0-1 AC ON
AC2-2 AC ON
AC3-3 AC ON

School area thermal environment 
parameters:

• Distribution of solar flux irra-
diation on classroom external

envelope. 
• Wind velocity distribution at

the height of 1.5 m. 
Indoor thermal environment pa-

rameters:
Distribution of temperature, humid-
ity, and air velocity at the height of 

1.1 m. 

R33 Classroom 
(12 scenarios)

Weather data date setting 
on:

M-21 March
J-21 June

S-23 September
D-22 December

Window Opening 
J0-Closed
J1-Opened

Door Opening
J0-Closed
J1-Opened

R40 Classroom 
(12 scenarios)

Weather data date setting 
on:

M-21 March
J-21 June

S-23 September
D-22 December

Window Opening 
J0-Closed
J1-Opened

Door Opening
J0-Closed
J1-Opened

Table 3: Input variables variation in CFD model simulation of the school area and indoor environment

Figure 4: Sensors and the represented thermal 
condition positions

The Euclidean distance is the conventional distance 
measurement commonly used for data classification due 
to its simplicity and applications. If there are two vectors 
of j-dimension, namely x and y, the Euclidean distance, 
dx,y, between these two vectors can be formulated,

( )J
x,y j jj=

d = x -y∑ 2

1
(1)

Equation (1) is used to obtain the representation level of 
the thermal conditions at the height of 1.1 m, x, with the 
results of sensor measurement at the alternative posi-
tion, y, for three dimensions of thermal condition mea-
surement, including air temperature, ta, humidity, RH, 
and air velocity, va, in the indoor environment. Thus, re-
sulted in Equation (2),

( ) ( ) ( )s ax,y j j RH RH v vd = x -y + x -y + x -y2 2 2 (2)

A problem would arise because the measurement's three 
dimensions are three different variables with three differ-
ent units. Therefore, a data transformation is required to 
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balance the data distribution. One of the easiest ways 
is making variants from the three distributions equal to 
1, and placing the distribution center in the mean value 
equals 0. The data transformation will produce a stan-
dardized value [20],

original value-mean valuestandardized value=
standard deviation

(3)

Thus, Equation (2) could be written into Standardized 
Euclidean Distance (SED),

a a a a

a a

t t v vRH RH
x,y

t RH v

x -y x -yx -yd = + +
S S S

    
           

2 22

(4)

Where S is the standard deviation calculated for all data in 
each dimension or measurement variable, the mean val-
ue is not included because it is eliminated in Equation (4).
Sensor placement analysis based on SED described in 
this paper is using IES-VE model output data. Thermal 
environment parameter data at the height of 1.1m, x, and 
at sensor's position, y, are gained from IES-VE model 
output data simulated with scenario shown in Table 3. 
The analysis was conducted by observing SED's mean 
and standard deviation from all simulation scenarios and 
SED scenarios within the tolerance range. Each SED's 
mean and standard deviation would show the accuracy 
and consistency of sensor measurement results in an 
alternative position. Meanwhile, SED's scenarios within 
the tolerance range show the sensor's coverage level 
in an alternative position. Based on those three values, 
a sensor position with the best performance is select-
ed, representing the indoor thermal environment at the 
height of 1.1m.

Implementation and validation of sensor placement 
analysis result

The sensor placement analysis results discussed in sec-
tion 2.4 is then implemented into a real indoor environ-
ment. The output of the installed sensors is compared 
with the result of thermal condition measurement at the 
height of 1.1m as a validation technique. Both data are 
taken at the same time.

RESULTS AND DISCUSSION

CFD model for school area and indoor thermal 
environment

Geometry models of the school area and indoor ther-
mal environment are shown in Figure 5. Residual val-
ues indicate the quality of the CFD model's numerical 
results from the convergence test in Figure 6. The sim-
ulation result had reached convergence where there is 
no change, which means additional iteration does not 
change the quality with the residual value less than 10-2. 
It could be achieved through 6000, 1200, and 1000 itera-
tions for each school area, R15 classroom, and R33/R40 
classroom. The mass balance test shows that mass flow 

entering the system through an inlet, and the mass flow 
leaving through an outlet equals 0 kg/s.

(a)

(b) (c)
Figure 5: Geometry models of (a) school area, (b) R15 classroom, 

(c) R33 and R40 classrooms using IES-VE software

(a)

(b)

(c)
Figure 6: Residual values from model simulations of (a) 

school area, (b) R15 classroom, (c) R33 and R40 classrooms
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Model validation is conducted by comparing model output 
values with field measurement values (Figure 7). RMSE 
values show the difference between these two values, as 
shown in Table 4. Several factors cause the difference 
between model output with field measurement, including 
the simulation weather data that is not quite the same 
with the weather during the field measurement, simpli-
fication of vegetation model in the school area, and a 
difference in occupants' activity on-site and simulation.

Thermal environment 
parameter School Area R15 R33 R40

Envelope temperature (°C) 1.7 - - -
Air temperature (°C) - 0.3 0.8 0.2
Relative humidity (%) - 0.6 3.5 3.0
Air/wind velocity (m/s) 0.60 0.00 0.08 0.05

Table 4: RMSE between simulation and field 
measurement results

Characterization of thermal environment through 
CFD model simulation results

CFD model simulation results of the thermal environ-
ment in R15, R33, and R40 classrooms for all scenari-
os are shown in Figure 8. Thermal environment param-
eters include temperature, humidity, and air velocity at 
the height of 1.1 m. The occupants will perceive thermal 
conditions at this height in a sitting position.
The indoor thermal environment is significantly influ-
enced by the school area's thermal environment, includ-
ing fabric, surface cover, dimension, structure of building 
composition, and human activities [26]. The dominant 
thermal environment parameters that affect the indoor 
thermal environment are irradiation flux on the building 
envelope and wind velocity on its surrounding area. In-
door heat gain is contributed by conduction on opaque 
surfaces due to the outdoor irradiation flux or radiation 
through oblique surfaces. Meanwhile, wind infiltration 
and exfiltration through small openings create changes 

(a) (b)
Figure 7: Model validation through building's wall temperature measurement using thermal camera (a) and indoor 

thermal environment parameter (b)

Figure 8: CFD model simulation result of thermal environment in R15, R33, and R40 for all scenarios
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in the airflow rate. Both processes shall influence the 
room temperature, humidity, and air velocity.
Figure 9. shows the value of roof and wall irradiation flux in 
each classroom. The roof and wall irradiation flux in R15, 
R33, and R40 classrooms increases during the one-year 
climate cycle, with a maximum value of 310W/m2, and it 
happens in December. It is influenced by the sun's annual 
path and Yogyakarta city position, located at 6.97°S and 
110.37°S. R15, R33, and R40 classrooms use roofs and 
walls with the same materials but have different dimen-
sions and structures due to other school areas' positions. 
A triangular prism-shaped roof, orientation, and shading 
caused by the structure's density will affect the irradiation 
flux amount on the classroom's roof and walls. The north-
south orientation of R15, without shading, and a relatively 
dense structure makes R15 has the highest roof and wall 
irradiation flux than two other rooms, with an average of 
238 W/m2 and 213 W/m2, respectively, for the ceiling and 
walls. The roof and wall irradiation flux of R33 is the low-
est among the two other rooms, with an average of 175 
W/m2 and 176 W/m2 for roof and walls, respectively. The 
orientation in the east-west direction causes the roof side 
to get maximum solar radiation exposure alternately. The 
massive structure of R33 in the school area causes the 
wall to experience shading from the surrounding buildings.
Shading also occurs on the roof of R40 by the second-floor 
building from the north side. It is shown by the exposure 
time distribution in Figure 10, where the roof of R40 is not 
exposed to full solar radiation. With a north-south orienta-
tion, the irradiation flux value on the roof of R40 is not as 
high as R15, with an average of 176 W/m2. The relatively 
dense structure causes the wall irradiation flux of R40 to 
be higher than R33, with an average of 186 W/m2.

Figure 9: The average of irradiation flux on the roof and 
wall of R15, R33, and R40 classrooms

Figure 10: Exposure hour distribution that shows 
shading on R40's roof by the northern building

The roof and wall irradiation flux's value will affect the 
air temperature and humidity in the classroom, shown in 
Figure 8. The air temperature in R33 is the lowest com-
pared to R15 and R40 due to the low irradiation flux val-
ue of R33's roof and walls. Meanwhile, although the wall 
and roof flux irradiation in R15 is the highest, the wider 
area causes the air temperature in the R15 classroom to 
be lower than in R40 classrooms. In the condition without 
AC, all doors and windows are closed in all rooms and 
R15's AC is off, the air temperature in the classrooms 
reaches 30.7±0.2°C, 28.9±0.1°C, and 30.9±0.3°C, for 
R15, R33, and R40, respectively. The highest average 
air temperature is reached in June, during the dry sea-
son. Except for R33, due to heat stored from the adjacent 
workshop building (east of the R33), the highest average 
air temperature happens in December. The value of air 
humidity in the indoor environment is inversely propor-
tional to the air temperature. The higher the air tempera-
ture at the same location and time, the lower the air hu-
midity is [27]. The highest indoor air humidity values are 
achieved in March of 62.3% ± 3.1% and 82.5% ± 1.4% 
for R33 and R40, respectively, with the doors and win-
dows open, and in March for R15, which reached 85.3% 
± 0.8% when all the air conditioners are on.
Figure 11 shows one of the dominant directions (330°) of 
the wind velocity distribution at the school area and the 
average initial rate of 2 m/s. Wind velocity in the school 
area will affect the indoor thermal condition for natural-

(a)

(b)
Figure 11: Distribution of school area's wind velocity in 

the direction of 320° and average initial rate of 2m/s (a), 
according to Windrose diagram of SMKN 3 Yogyakarta (b)
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ly ventilated rooms (R33 and R40). Figure 8 shows that 
additional openings could decrease the indoor air tem-
perature. Orientation and the number of openings would 
influence the indoor temperature and air velocity. R33 
classroom has openings on the west and east walls. The 
west wall is attached to another building. The wind ve-
locity in front of R33 at 1.5 m above the ground level is 
up to 0.5 m/s, while the indoor air velocity is 0.07±0.05 
m/s. Wind entering the east opening could not compen-
sate for the heat or cold effect from the building attached 
on the west side. It creates temperature and humidity 
variations that are relatively high when the windows and 
doors of R33 are opened. A different condition happens 
in R40. Wind velocity at 1.5 m reaches 0.3 m/s from the 
north and 0.4 m/s from the south. The wind enters from 
both openings in north and south, causing relatively 
higher air velocity variations in R40 than in R33, which is 
0.12±0.14 m/s with a relatively even air temperature dis-
tribution. The distribution of temperature and air velocity 
in R33 and R40 is shown in Figures 12 and 13.

Sensors placement analysis results

Figure 14 shows an alternative position for installing sen-
sors in the indoor environment. There are 20 alternative 
sensor positions in each room, with an equal distance 
of 1 m on the front (D) and rear (B) windowless walls. 
Determining alternative sensor positions should consider 
avoiding interference with occupants' activity, positions 
unreachable by occupants, and convenient installation.
The critical success of analysing sensor placement 
based on the indoor thermal environment characteri-
zation is how far the scenarios can represent all possi-
ble conditions in the real situation. Figure 15 shows the 
distribution of SED calculation results for all simulation 
scenarios in each alternative sensor position. In R15 
and R40, a significant deviation occurs in the alternative 

(a) (b)
Figure 12: Distribution of air temperature in (a) R33 and (b) R40 with opened door and windows

(a) (b)

Figure 13: Distribution of air velocity in (a) R33 and (b) R40 with opened doors and windows

sensor position 1 or 10 near the AC placement and the 
opening (see Figure 13), with values reaching 8.1±2.6 
and 6.7±1.4 for R15 and R40, respectively. For the R33 
classroom, the largest variation in SED value among oth-
er classrooms happens caused by variations in thermal 
conditions at 1.1 m due to heat stored from the workshop 
building attached to the east side of R33.

Figure 14: Alternative installed sensor positions in the 
indoor environment
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Figure 15: Distribution of SED calculation results data for all simulation scenarios in each alternative 
sensor position

Figure 16 shows SED's mean and SED's standard de-
viation and the percent (%) coverage for all simulation 
scenarios. Percent (%) coverage states the number of 
scenarios with the distribution of thermal environment 

parameters represented by the sensor's value at an al-
ternative position. The smallest mean and standard de-
viation of the SED indicate the accuracy and consistency 
of sensor measurements at an alternative position. In this 

Figure 16: SED's mean and standard deviation for all simulation scenarios and % coverage of an 
alternative sensor position
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paper, the SED tolerance value is set at 2.5. The thermal 
environment parameters distribution of a scenario can 
be represented by the sensor's data at an alternative po-
sition if it has an average SED value of less than 2.5.

Validation of sensor placement results

Figure 17 shows the installed sensor in the R40 class-
room based on the analysis results in 3.3. Similar sensor 
installations are also done for R15 and R33. The sen-
sor specifications are shown in Table 5. Figure 18 shows 
the distribution of SED values between the thermal en-
vironment parameter from 5 locations of equal distance 
at 1.1m from the ground level and the installed sensor's 
measurement result. Validation results of SED values 
are 2.5±0.3, 2.2±0.6, 2.0±1.1, in R15, R33, and R40, re-
spectively. In general, these results can be said to meet 
the design demands with an average SED of less than 
2.5. However, large variations occur in the test results 
in naturally ventilated classrooms, R33 and R40. If we 
look at the SED graph of the test results in Figure 18, 
this considerable SED variation is caused by the large 
SED variations in the air velocity dimensions. SED varia-
tions in the air velocity dimension arise because, during 
the test, the classroom's door and windows are opened. 
There is a difference in the air velocity value detected by 
the measuring instrument at the test point position with 

Measured variables Measuring instrument Name/Model Model Range Accuracy Resolution
Air temperature 1-Wire Parasite-Power Digital Thermometer DS18B20 (-55)-100°C ±0.50 °C 0.01°C

Relative humidity Humidity and Temperature Sensor IC SHT20 0-100% ±3% 0.7%
Air/wind velocity Hot Wire Anemometer Lutron 0-20 m/s 5% 0.1 m/s

Table 5: Measuring instrument specifications installed in the selected position

Figure 17: The installed sensor in the selected position 
in the R40 classroom

Figure 18: Distribution of SED value from sensor measurement results in the selected positions and SED for each 
dimension component, including temperature (ta), relative humidity (RH), and air velocity (va)

the installed sensor value. This difference is more visi-
ble because the measuring instrument's resolution is 0.1 
m/s. In contrast, according to the simulation results, the 
difference can occur with a value smaller than the mea-
suring instrument's resolution.

CONCLUSIONS

Based on the discussion, it can be concluded that,
1. Models of indoor and school area environments suc-

ceed in IES-VE software with a residual value of less
than 10-2. Model validation using field measurement
resulted in a maximum RMSE value of 0.8°C, 3.5 %,
and 0.08 m/s for indoor temperature, relative humid-
ity, and air velocity variables.

2. The indoor environment position in the school area
significantly influences the indoor thermal environ-
ment. With the same materials, north-south orientation
and no shading from surrounding building cause the
roof and wall irradiation flux of R15 classroom is high-
er than R33 and R40, with an average of 238 W/m2

and 213 W/m2 respectively for the ceiling and walls.
The heat stored in the building attached to the R33
classroom makes the indoor air temperature not fluc-
tuating throughout the year, and reaching 28.9±0.1°C.
Wind with a velocity of 0.4 m/s enters from both sides
of openings in R40 classroom, which have a non-solid
structure, causing air velocity variation inside the room
with a value of 0.12±0.14 m/s and an even air tempera-
ture distribution.

3. Sensor positions with the best performance in repre-
senting the indoor thermal environment at the height
of 1.1m are B5 for R15, D4 for R33, and B6 for R40.
These positions are selected by considering the oc-
cupant's activity, safety, installation convenience,
and SED analysis, showing accuracy, consistency,
and % coverage of a sensor position. Validation
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results show that sensors in the selected positions 
could detect thermal variables at the height of 1.1 
m with SED validation values of 2.5±0.3, 2.2±0.6, 
2.0±1.1, for R15, R33, and R40.

This paper focuses on the method in selecting the opti-
mal sensor positions to obtain the most accurate data to 
represent the thermal environment characteristics of the 
occupant activity area. The sensors’ accuracy influences 
the overall performance of the BMS in its function as a 
system to monitor indoor thermal comfort in an energy 
efficient building. Data accuracy also depends on the 
sensor’s specification, which includes the data resolution 
during the sensor readings. Hence, the resolution should 
match with the indoor thermal environment characteris-
tics produced from the CFD simulations. However, this 
issue is still considered as the limitation of this research 
and must be included in future work.
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