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Food is the ingredient that enables people to grow, develop, and achieve. For this reason, food quality and types 
of food must be considered so that they are safe for consumption and managed. Some plant-based foodstuffs are 
often processed and consumed by the community, even the most needed in food processing. In this case, the re-
search was carried out using data mining with market basket analysis algorithms to obtain very valuable information 
to decide the inventory of the type of material needed. Market Based Analysis method is used to analyze all data 
and create patterns for each data. One method of Market Based Analysis in question is the association rule with a 
priori algorithm. This algorithm produces sales transactions with strong associations between items in the transaction 
which are used as sales recommendations that help users (owners) get recommendations when users see details of 
the itemset purchased. From the results of the trials in this study, it was found that the greater the minimum support 
(minsup) and minimum confidence (minconf), the less time it takes to produce recommendations and the fewer rec-
ommendations are given, but the recommendations given come from transactions that often appear.
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INTRODUCTION

There are certainly very important changes in the con-
ditions in a company, in the environment and outside of 
the company. The fast and correct taking of business de-
cisions is one solution in order for the company to grow 
further and adapt to existing changes [1]. Data manage-
ment for sales transactions is one thing that can be used 
for decision making. Most transaction data will not be re-
used, stored only as an archive and used only to produce 
a selling report. To increase sales, a supermarket needs 
important information to increase its sales, the accumu-
lated transaction data must be processed as useful data. 
These useful information can be used to develop a cor-
porate policy, namely to implement the information in a 
corporate approach [2]. Supermarkets in their operation 
sell the public different kinds of fundamental needs in 
which sales transaction data from their sales operations 
exist. The data are used only as a reference and only as 
an archive for sales reports. Many computer branches, 
including data mining [3] can solve complex problems 
[4]. Data mining is a process that uses statistical, mathe-
matical, artificial and machine learning techniques to ob-
tain and identify useful knowledge and information from 
different large databases [5]. Data mining is an algorithm 
that is used for the treatment of data to find hidden pat-
terns from the data processed. The data processed then 
produces new knowledge from old data, which can be 
used in the determination of future decisions [6]. Further-
more, the application of data mining can perform data 

analysis of item sales transaction data, which produces 
several association rules in customer purchasing pat-
terns in supermarkets, which is why it is being implement-
ed [7–9]. The process of searching for hidden patterns 
of data for each transaction whose previously unknown 
type of data is stored in databases, data warehouses, 
or other information storage media is referred to as data 
mining [10–13]. Several data mining methods are fre-
quently used, including the Apriori Algorithm, which de-
termines the itemset of book loan transactions, which are 
then grouped into itemset1 table, itemset2 table, support 
value table, confidence value table, and customer pur-
chasing patterns. Many associated research uses Apri-
ori's data mining branch. Research is one of them [14]. 
The results of this study show that 142 Association Rules 
meet the support of more than 10% and 50% confidence, 
based on sample data, can be applied as a whole. Based 
on test results using Rapidminer, the product that con-
sumers want is a minimum confidence above 50 percent 
can be concluded. Based on the test results In addition, 
the author uses it a priori as easy to operate, the process 
needed is relatively short, flexible and user-friendly, and 
uses simple non-statistical principles.

RESEARCH METHOD 

The investigation was done by collecting data on the 
basis of direct observation on the site in order to clear-
ly identify existing problems. A survey is then conduct-
ed to obtain the necessary information or data. Use                
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historical data to find regularities for activities such as 
the collection. It is hoped that the problem can be under-
stood by analysizing the predetermined problems. The 
decision-making process is described in the analysis of 
this problem in the administrative data on the purchase 
pattern of consumers. Using predetermined criteria, the 
analytical method used to analyze needs in optimal de-
cisions was determined. The results of the research are 
then processed using the Apriori algorithm. The process 
stage in which the data processed is determined by 
frequently searching for items. In the following section 
the techniques employed for searching Frequent Sets 
and rules of association are analyzed and understood. 
RapidMiner is a solution for analyzing data mining, text 
mining and predictive analysis. RapidMiner uses a vari-
ety of descriptive and predictive techniques to provide 
users with insights so they can make the best decisions.

Data Mining

Data mining is the process of obtaining data from data-
bases using algorithms and techniques that include sta-
tistics, mechanical study and databases, in which data 
extraction in a large variety of databases gives you a joy 
in the form of knowledge [11, 15–17]. Important matters 
concerning the mining of data are:
a. Automatic mining of existing data is an automatic

process.
b. In the form of large data, the data which must be

processed.
c. The purpose of data mining is to identify relation-

ships or patterns that can be useful.

Association Rules
Databases on customer transactions in supermarkets 
or in other areas have been made available to facilitate 
the development of methods that find product groups or 
items automatically in the database [18]. An example is 
the transaction data for the supermarket. The transaction 
data lists all items that a customer purchases in a single 
buying transaction. The seller wants to know whether the 
customer always purchases the product together. Sell-
ers may use this information to establish a supermarket 
layout to allow for optimal arrangements of the items for 
promotional purposes, the segmentation of buyers, and 
the associations to provide information by means of a 
'if - then' relationship calculated on the basis of probabi-
listic evidence [19]. The idea of an association rule is to 
examine all possible connections between items and to 
select only those which will most likely be indicators of 
dependence [20]. The term predecent is usually used to 
indicate the "IF," which is the result of which is "THEN." 
Antendecent is a group of items which have no common 
relationship in this analysis [18]. The association rules 
are developed in two stages, the following [21]:

a. Analyzing patterns of high frequency. This phase
seeks a combination of items which meet the min-
imum support value requirements in the database.
The rule "X => Y," (1) is supported by the likelihood
that a transaction will concurrently involve attributes
or sets of X and Y attributes. The mathematical
equation is: support (X =>Y) = P (X alternatively y)
(2) Info: X => Y = items that are shown together P (X
oscillating Y) — probability of X and Y transactions
divided by the total transaction number.

b. Association Rules Establishment. Once all high fre-
quency patterns are detected, see the association
rule, which meets the minimum confidence require-
ments by calculating whether the X then Y rule is
confident. The mathematical confidence formula is:
Trust (X => Y) = P (Y | X) (3) Info: X => Y = items
simultaneously displayed P (Y|X) = probability of the
number of X and Y transactions divided by the num-
ber of X-containing transactions.

Apriori Algorithm

The Apriori algorithm is a fundamental algorithm for the 
determination of frequency sets of the bolean regimes 
[21]. The main idea is to search for frequent item sets 
first (a set of items that meet minimum support). Delete 
itemset based on the predetermined minimum support 
level from the second transaction database. Next, create 
itemset association rules, which meet the minimum data 
base confidence value [22]. The steps in the a priori al-
gorithm [21]:
a. High-frequency analysis (frequent item set) for item

combinations that comply with the minimum support
value requirements for transaction data..

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝐴𝐴) =  
𝑆𝑆ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑆𝑆𝑆𝑆𝑎𝑎𝑆𝑆 𝑆𝑆ℎ𝑒𝑒 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑎𝑎 𝑡𝑡𝑆𝑆𝑎𝑎𝑆𝑆𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡  𝐴𝐴

𝑇𝑇𝑆𝑆𝑆𝑆𝑎𝑎𝑇𝑇 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑎𝑎𝑡𝑡 
 𝑋𝑋 100% (1)

By the following formula the supporting value for the 
two items is achieved.

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝐴𝐴 ⋂ 𝐵𝐵) =  
𝑆𝑆ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑆𝑆𝑆𝑆𝑎𝑎𝑆𝑆 𝑆𝑆ℎ𝑒𝑒 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑎𝑎 𝑡𝑡𝑆𝑆𝑎𝑎𝑆𝑆𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡  𝐴𝐴 𝑎𝑎𝑎𝑎𝑎𝑎 𝐵𝐵

𝑇𝑇𝑆𝑆𝑆𝑆𝑎𝑎𝑇𝑇 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑎𝑎𝑡𝑡 
 𝑋𝑋 100% (2)

In general, the value of support can also be found using 
a formula:

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  
𝑆𝑆ℎ𝑒𝑒 𝑎𝑎𝑆𝑆𝑎𝑎𝑛𝑛𝑒𝑒𝑆𝑆 𝑆𝑆𝑜𝑜 𝑡𝑡𝑆𝑆𝑒𝑒𝑎𝑎𝑡𝑡 𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡ℎ𝑎𝑎𝑡𝑡𝑒𝑒𝑎𝑎 
𝑆𝑆ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑆𝑆𝑆𝑆𝑎𝑎𝑆𝑆 𝑆𝑆𝑜𝑜 𝑎𝑎𝑇𝑇𝑇𝑇 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑎𝑎𝑡𝑡 

 𝑋𝑋 100% (3)

b. Establishing associative rules, to meet the minimum
confidence requirements.

𝐶𝐶𝑆𝑆𝑎𝑎𝑜𝑜𝑡𝑡𝑎𝑎𝑒𝑒𝑎𝑎𝑡𝑡𝑒𝑒 (𝐴𝐴,𝐵𝐵) =  
𝑆𝑆ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑆𝑆𝑆𝑆𝑎𝑎𝑆𝑆 𝑆𝑆ℎ𝑒𝑒 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑎𝑎 𝑡𝑡𝑆𝑆𝑎𝑎𝑆𝑆𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡  𝐴𝐴 𝑎𝑎𝑎𝑎𝑎𝑎 𝐵𝐵

𝑆𝑆ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑆𝑆𝑆𝑆𝑎𝑎𝑆𝑆 𝑆𝑆ℎ𝑒𝑒 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑎𝑎 𝑡𝑡𝑆𝑆𝑎𝑎𝑆𝑆𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡  𝐴𝐴
 𝑋𝑋 100% (4)

In general, the confidence value can also be found using 
a formula:



Istraživanja i projektovanja za priverdu ISSN 1451-4117 
Journal of Applied Engineering Science Vol. 20, No. 2, 2022

341

Lukman Samboteng, et al. - Market basket analysis of administrative patterns data of consumer purchases using data   
mining technology

𝐶𝐶𝑆𝑆𝑎𝑎𝑜𝑜𝑡𝑡𝑎𝑎𝑒𝑒𝑎𝑎𝑡𝑡𝑒𝑒 =  
𝑆𝑆ℎ𝑒𝑒 𝑎𝑎𝑆𝑆𝑎𝑎𝑛𝑛𝑒𝑒𝑆𝑆 𝑆𝑆𝑜𝑜 𝑡𝑡𝑆𝑆𝑒𝑒𝑎𝑎𝑡𝑡 𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡ℎ𝑎𝑎𝑡𝑡𝑒𝑒𝑎𝑎 

𝑆𝑆ℎ𝑒𝑒 𝑎𝑎𝑆𝑆𝑎𝑎𝑛𝑛𝑒𝑒𝑆𝑆 𝑆𝑆𝑜𝑜 𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎𝑡𝑡𝑎𝑎𝑡𝑡𝑆𝑆𝑡𝑡𝑆𝑆𝑎𝑎𝑡𝑡 𝑡𝑡𝑎𝑎 𝑆𝑆ℎ𝑒𝑒 𝑎𝑎𝑎𝑎𝑆𝑆𝑒𝑒𝑡𝑡𝑒𝑒𝑎𝑎𝑒𝑒𝑎𝑎𝑆𝑆 𝑆𝑆𝑎𝑎𝑆𝑆𝑆𝑆 
 𝑋𝑋 100% (5)

RESULT AND DISCUSSION 

This is an example of the data on day-to-day, basic sales 
transactions processed according to the research re-
quirements of Tables 1 and 2, below.

Table 1: Data for Process Mining

Item Name Number Field
Chili 6 100

Onion 8 50
Tomato 6 30
Potato 5 40
Tempe 5 20

Table 2: Item Frequency

Transaction
Items Purchased

Chili Onion Tomato Potato Tempe
1 1 1 1 0 0
2 1 1 0 0 1
3 0 1 0 1 1
4 0 0 1 1 1
5 0 1 0 1 1
6 1 1 1 0 0
7 1 1 0 1 0
8 1 0 1 0 1
9 0 1 1 1 0
10 1 1 1 0 0

Total 6 8 6 5 5

Frequent itemset = 3 then the associations that may be 
formed are {Chili, Onion}, {Chili, Tomato}, {Chili, Pota-
toes}, {Chili, Tempe}, {Onions, Tomatoes}, {Onions, Po-
tatoes}, {Onions, Tempeh }, {Tempe, Potatoes}, {Pota-
toes, Tempe}, {Tomatoes, Tempe}. From table 3 of the 
above elements, P means items sold concurrently, while 
S means that no item is sold concurrently or transac-
tions occur. ·f is the frequency number of the set item. 
The number of the articles set shall be higher or equal 
to the number of set articles (∑> = Φ). The above table 
is obtained from: F2 = {{Chile, Onion}, {Chile, Tomato, 
Onion}}. The following are obtained from the following 
table: The combination of F2 elements can be combined 
into three candidates.

Table 3: Two Itemset

Transaction
Items Purchased 2 item 

transactionChili Onion
1 1 1 P
2 1 1 P
3 0 1 S
4 0 0 S
5 0 1 S
6 1 1 P
7 1 1 P
8 1 0 S
9 0 1 S
10 1 1 P

Number of Transactions 2 Items 5
2 Support (%) 50

Transaction
Items Purchased 2 item 

transactionChili Onion
1 1 1 P
2 1 0 S
3 0 0 S
4 0 1 S
5 0 0 S
6 1 1 P
7 1 0 S
8 1 1 P
9 0 1 S
10 1 1 P

Number of Transactions 2 Items 4
2 Support (%) 40

Transaction
Items Purchased 2 item 

transactionChili Onion
1 1 0 S
2 1 0 S
3 0 1 S
4 0 1 S
5 0 1 S
6 1 0 S
7 1 1 P
8 1 0 S
9 0 1 S
10 1 0 S

Number of Transactions 2 Items 1
2 Support (%) 10
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Transaction
Items Purchased 2 item 

transactionChili Onion
1 1 0 S
2 1 1 P
3 0 1 S
4 0 1 S
5 0 1 S
6 1 0 S
7 1 0 S
8 1 1 P
9 0 0 S
10 1 0 S

Number of Transactions 2 Items 2
2 Support (%) 20

Transaction
Items Purchased 2 item 

transactionChili Onion
1 1 1 P
2 1 0 S
3 1 0 S
4 0 1 S
5 1 0 S
6 1 1 P
7 1 0 S
8 0 1 S
9 1 1 P
10 1 1 P

Number of Transactions 2 Items 4
2 Support (%) 40

Transaction
Items Purchased 2 item 

transactionChili Onion
1 1 0 S
2 1 0 S
3 1 1 P
4 0 1 S
5 1 1 P
6 1 0 S
7 1 1 P
8 0 0 S
9 1 1 P
10 1 0 S

Number of Transactions 2 Items 4
2 Support (%) 40

Transaction
Items Purchased 2 item 

transactionChili Onion
1 1 0 S
2 1 1 P
3 1 1 P
4 0 1 S
5 1 1 P
6 1 0 S
7 1 0 S
8 0 1 S
9 1 0 S
10 1 0 S

Number of Transactions 2 Items 3
2 Support (%) 30

Transaction
Items Purchased 2 item 

transactionChili Onion
1 1 0 S
2 0 0 S
3 0 1 S
4 1 1 P
5 0 1 S
6 1 0 S
7 0 1 S
8 1 0 S
9 1 1 P
10 1 0 S

Number of Transactions 2 Items 2
2 Support (%) 20

Transaction
Items Purchased 2 item 

transactionChili Onion
1 0 0 S
2 0 1 S
3 1 1 P
4 1 1 P
5 1 1 P
6 0 0 S
7 1 0 S
8 0 1 S
9 1 0 S
10 0 0 S

Number of Transactions 2 Items 3
2 Support (%) 30
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Transaction
Items Purchased 2 item 

transactionChili Onion
1 1 0 S
2 0 1 S
3 0 1 S
4 1 1 P
5 0 1 S
6 1 0 S
7 0 0 S
8 1 1 P
9 1 0 S
10 1 0 S

Number of Transactions 2 Items 2
2 Support (%) 20

Table 4:Three Itemset

Transaction
Items Purchased 3 item 

transactionChili Onion Tomato
1 1 1 1 P
2 1 1 0 S
3 0 1 0 S
4 0 0 1 S
5 0 1 0 S
6 1 1 1 P
7 1 1 0 S
8 1 0 1 S
9 0 1 1 S

10 1 1 1 P
Number of Transactions 3 Items 3

3 Support (%) 30

Transaction
Items Purchased 3 item 

transactionChili Onion Tomato
1 1 0 0 S
2 1 0 1 S
3 1 1 1 P
4 0 1 1 S
5 1 1 1 P
6 1 0 0 S
7 1 1 0 S
8 0 0 1 S
9 1 1 0 S

10 1 0 0 S
Number of Transactions 3 Items 2

3 Support (%) 20

Transaction
Items Purchased 3 item 

transactionChili Onion Tomato
1 1 0 0 S
2 0 0 1 S
3 0 1 1 S
4 1 1 1 P
5 0 1 1 S
6 1 0 0 S
7 0 1 0 S
8 1 0 1 S
9 1 1 0 S

10 1 0 0 S
Number of Transactions 3 Items 1

3 Support (%) 10

Itemset - itemset that can be combined is an itemset - 
itemset that has the same value in the first k-1 item. For 
k = 3 (3 elements), the possible sets are: {Chili, Onion, 
Tomato}. From the tables above, we get F3 = {}, because 
there is no ∑> = Φ so that F4, F5, F6 and F7 are also 
empty sets. Determine (ss-s) as the antecendent and 
s as the cosequent of the obtained Fk. In F2, the set 
F2 = {{Chili, Onion} {Tomato Onion}, {Potato Onion}} is 
obtained. From the above steps, 10 rules are obtained, 
namely:
a. If you buy Chili, it will buy Onions
b. If you buy Chili, you will buy Tomatoes
c. If you buy Chili, you will buy Potatoes
d. If you buy Chili, you will buy Tempe
e. If you buy Onions, you will buy Tomatoes
f. If you buy Onions, you will buy Potatoes
g. If you buy Onions, you will buy Tempe
h. h. If you buy Tomatoes, you buy Potatoes
i. i. If you buy Potatoes, you will buy Tempe
j. j. If you buy Tomatoes, you will buy Tempe
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Table 5: Multiplication of Support and Confidence

Rules Support Confidence Support and Confidence
a. If you buy Chili, it will buy Onions 20% 30% 0,06

b. If you buy Chili, you will buy Tomatoes 16% 24% 0,0384
c. If you buy Chili, you will buy Potatoes 4% 6% 0,0024
d. If you buy Chili, you will buy Tempe 8% 12% 0,0096

e. If you buy Onions, you will buy Tomatoes 16% 24% 0,0384
f. If you buy Onions, you will buy Potatoes 16% 24% 0,0384
g. If you buy Onions, you will buy Tempe 12% 18% 0,0216
h. If you buy Tomatoes, you buy Potatoes 8% 12% 0,0096
i. If you buy Potatoes, you will buy Tempe 12% 18% 0,0216
j. If you buy Tomatoes, you will buy Tempe 8% 12% 0,0096

The following is a design model for the data entry pro-
cess using the Rapid Miner software as shown in Figure 
1 below

Figure 1: Data Entry Process Through Rapid Miner 
Software

Figure 1 is an association data mining model with the 
Apriori algorithm on the RapidMiner software application. 
In this study, the analysis used the help of the software to 
process the results.

CONCLUSION

The finding is that the value of support and confidence 
is directly proportional to the strength of the link between 
the elements. The analysis of buying data generates 
multiple association rules in customer buying patterns 
on supermarkets. Instead of implementing cross sell-
ing techniques and promotional strategies by bundling 
objects, the consequent association rule can be used 
by supermarkets for developing promotional strategies 
based on items that frequently are purchased to boost 
sales by acquiring shopped items. Balance on items of-
ten purchased and arrange layout of items at supermar-
kets simultaneously. A problem with calculating the pur-
chase transaction data using the prior algorithme is that 
there is an optimization of the time algorithm in which the 
aforementioned algorithm requires a thorough database 

analysis, particularly for large data analyses, to obtain 
each item combination. Several methods can be used 
to increase a priori such as hash, transaction reduction, 
partitioning, sampling and dynamic itemset counting.
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