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This research employs a series of machine learning methods to predict the direction of lane change. The response 
is a binary variable indicating changing the lane to the left or to the right. The employed methods include Decision 
Tree, Discriminant Analysis, Naïve Bayes, Support Vector Machine, k-Nearest Neighbour and Ensemble. The results 
are compared to the conventional logistic regression method. Both performance criteria and computational times are 
reported for comparison purposes. A design of experiments is run to test 25 classification methods at ratios of 25%, 
50%, and 75% right to left lane change data. Moreover, samples are validated by cross and holdback validation 
methods. RUSBoosted trees, an ensemble method, shows improvement over logistic regression. This research 
provides valuable insights on lane change behaviour, including trajectories and driving styles, which falls into the field 
of microscopic lane change study. 

Keywords: lane change, decision tree, discriminant analysis, naïve bayes, support vector machine, k-nearest 
neighbor  

1 INTRODUCTION 
Intelligent mobility has changed and will continue to change the transportation industry from perspectives of policy, 
design, and utilization. From a public policy standpoint, interest lies in many fields such as traffic flow and safety. 
Sensors alert drivers to hazardous scenarios while algorithms and mathematical models seek to explain traffic 
phenomena. Highway settings involve two categories of models:  macroscopic and microscopic. In Highway Traffic 
Modeling, macroscopic models address traffic issues from the perspectives of travel duration, density, speed, and 
flow. Microscopic models focus on the behaviors exhibited by the vehicles in traffic such as lane change and car 
following, Ardakani et al. (2016) [1]. Microscopic lane change models explain behaviors associated with vehicle lane 
changes. Lane changes fall into one of two categories, mandatory and discretionary. Mandatory lane changes consist 
of lane changes in which the vehicle changes to a target lane to exit or enter the highway. Discretionary lane changes 
involve lane changes in which the vehicle continues on the highway after arrival in the target lane. The purpose of 
the lane change could arise from a desire to achieve a desired speed, perception of better driving conditions in the 
target lane, to allow faster traffic to pass, or any other reason unassociated with mandatory lane changes, Wang 
(2017) [2]. For example, drivers in highway settings seek to travel at a desired speed. When the desired speed is 
encumbered by the speed of a leading vehicle, the driver may perform a lane change. Fig. 1 depicts the lane change 
of the subject vehicle SV from the current lane to the target lane, where Plc., PVT, and LVT represent the preceding 
vehicle in the current lane, preceding vehicle in the target lane, and lagging vehicle in the target lane, respectively. 
The symbol d adjacent to the vehicle identifier (vehicle ID) denotes the space heading between vehicle n and the 
vehicle associated to the vehicle ID. More detail can also be found in Ardakani and Yang (2017) [3]. 

 
Fig 1. Lane Change to Target Lane (Gu et al., 2019) [4] 

Toledo (2009) [5], built on state dependence to show state dependence along with driver heterogeneity significantly 
influence lane-change behavior. Sun and Elefteriadou (2012) [6] assessed a gap in lane-change trajectory models, 
as most of the models did not consider driver characteristics. In their research, instrument equipped vehicles 
monitored driver behavior during lane-change scenarios. Using K-means clustering, divided the drivers into four 
categories. Ekbatani et al. (2016) [7] found heterogeneity in drivers led to divergent strategies for lane choice and 
lane choice was subject to the speed choice of the driver. Wang (2017) [2] addressed heterogeneity in driver behavior 
through a focus on aggressive lane-change behavior. Aggressive lane-change behavior includes numerous lane 
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changes caused by weaving in and out of traffic, overtaking a vehicle with a lane change to the immediate right of 
the slower vehicle, and lane changes without signaling. With a focus on aggressive lane-change behavior, Wang 
(2017) [2] created a model for driving simulation training. He also showed as traffic flow decreases, the percentage 
of aggressive drivers increase, and the aggregate number of lane changes increase. Ren et al. (2019) [8] proposed 
a new free lane changing model based on machine learning, which considered three driving styles, cautious, stable, 
and radical. Using regression to smooth NGSIM data, then affinity propagation clustering, Pang (2019) [9] developed 
a model to account for differing driver characteristics. De Zepeda et al. (2021) [10] stated driving styles are influenced 
by a combination of human and environmental factors. As environmental factors change, the driver adapts the 
desired driving style accordingly. As such, potential exists for a driver to display atypical lane change behavior and 
become classified in alignment with such behavior due to unfavorable environmental influences. Additionally, they 
referenced the noteworthy insights gleaned from prior research on lane change models with consideration of driving 
style. They also noted driving styles, such as aggressive, normal, and passive, may not reflect complicated behaviors 
in real world settings. Also, more recent works that are related to lane change and machine learning topics can be 
found at Yang et al. (2022a) [11], Yang et al. (2022b) [12] and Kruger et al. (2019) [13].   
The focus of this research is to predict lane change as a binary choice after the driver has committed to the execution 
of a lane change, the left or right lane. In addition to conventional logistic regression, decision tree, discriminant 
analysis, naïve bayes, support vector machine, k-nearest neighbor and ensemble are assessed. The main 
contribution of this research is to compare existing machine learning methods and discuss their merits and 
disadvantages. The paper is organized as follows. Section 2 describes data and data structure. Section 3 outlines 
applied methodology. The results are provided in Section 4. Concluding remarks are provided in the final section.  

2 DATA 
The Next Generation Simulation (NGSIM) [14] program is a collection of vehicle trajectory data from US 101 and 
Lankershim Boulevard in Los Angeles, Interstate-80 in Emeryville, CA, and Peachtree Street in Atlanta. The column 
headings within the NGSIM dataset are shown in Table I. Each row of data for a specific vehicle ID represents a 
decisecond interval. The following NGSIM fields used for this analysis includes velocity and space heading, duration, 
and density. 
V = average velocity of vehicle n  
gn-1 = space heading (distance) between vehicles n and n-1 before the lane change 
T = duration of the lane change measured in seconds 
D = vehicles per kilometer 
A total of 700 lane changes were randomly selected from NGSIM US 101 and Interstate-80 to analyze discretionary 
highway lane changes. Data pre-processing includes the removal of mandatory lane changes from lane seven. 
Moreover, data cleaning is performed. Some cases are also excluded from our data to represent more realistic 
scenarios. For instance, when a vehicle within the NGSIM dataset does not have leading vehicle, the space heading 
noted is 0. The remaining lane changes consisted of 513 left and 157 right lane changes. Table II contains a preview 
of the analyzed dataset.  

Table 1. Partial Data Points from the NGSIM Dataset 
Row 

Number 
Data Analyzed 

V (m/s) gn-1 (m) T (s) D (vehicles/km) Lane Choice (0 or 1) 
1 7.167 30.937 2 25.76 1 

2 10.500 20.525 1.7 62.69 0 

3 10.490 20.803 7.1 31.44 1 

4 6.628 40.233 3.8 40.28 1 

5 9.402 12.405 3 103.6 0 

6 9.123 25.408 4.9 94.89 1 

7 16.726 17.401 1.7 17.06 0 

8 10.527 27.408 28.8 85.606 1 

9 10.784 24.844 2.2 32.386 1 

10 5.831 24.283 5 40.72 1 

… … … … … … 
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Table 2. Data Preview 

NGSIM Metrics 18 NGSIM Data Points 
Column Name Data Type 

1 Vehicle ID Int 

2 Frane ID Int 

3 Total Frames Int 

4 Global Time Int 

5 Local X Double 

6 Local Y Double 

7 Global X Double 

8 Global Y Double 

9 Vehicle Length Double 

10 Vehicle Width Double 

11 Vehicle Class Categorical 

12 Vehicle Velocity (ft/sec) Double 

13 Vehicle Acceleration (ft/sec) Double 

14 Lane ID Int 

15 Preceding Vehicle ID Int 

16 Following Vehicle ID Int 

17 Space Headway Double 

18 Time Headway Double 

3 METHODOLOGY 

As noted by Wang (2017) [2], desired speed may be one reason to explain a lane change; however, the exact reason 
for a right and left lane change may differ. For example, exit lanes traffic are typically on the right. This analysis does 
not include mandatory lane change exits from the highway; however, the dataset does include right lane changes 
which preceded the mandatory lane change exit. For this reason and the small sample of right lane changes, a design 
of experiments was conducted to determine the best mix of left and right lane changes. Three levels are considered 
for the percentage of left or right samples, namely, 25%, 50% and 75%. For details about design of experiments, see 
Ardakani (2016) [15] and Ardakani and Wulff (2013) [16]. For each experiment, the sample of lane changes were 
randomly selected to achieve the respective ratio of right-to-left lane changes. The design of experiments also 
incorporated two methods of validation, cross and holdback.  
In cross validation, a user defines a specific number of folds (k). The dataset is then split into k randomly selected 
folds, with k-1 folds used as the training set. The remaining fold is reserved as the testing set. This process is repeated 
k times, and the overall accuracy is an average of all iterations. Holdback validation requests a user defined 
percentage of data to be set aside as a test set. Subsequently, the classification method trains a model using the 
training set and assesses performance with the test set; see Cross-Validation (2021) [17]. The full data set is used 
to train the final model. MATLAB 2020a software is used for all analyses. Also, readers can find details about all 
discussed methods and commands in Statistics and Machine Learning Toolbox manual; the MathWorks, Inc. (2020) 
[18]. The CPU for the computer on which the analyses was run is an Intel Core i5-8250U, with a base frequency of 
1.6 GHz and a maximum turbo frequency of 3.4 GHz.  

4 RESULTS 

Each experiment was conducted against 25 classification methods with 8 methods run at a time in parallel. Table III 
includes a list of all 25 classification methods along with their accuracy and performance results. Classical statistics 
promotes the use of logistic regression as an acceptable method to model the pattern of binary dependent variables, 
Bera et al. (2020) [19]. This method is also acceptable for prediction, Rahman et al. (2021) [20]. Therefore, the results 
from the logistic regression classification method are considered the benchmark and are compared to the results 
from the most accurate method. The experiment with a mixture of 75% right lane changes, 20% holdback validation 
and RUSBoosted trees ensemble method produced the highest accuracy at 90.2%. The mixture of the analyzed 
dataset lends itself to the benefits of RUSBoosted trees. This method efficiently classifies imbalanced training data 
through data sampling and boosting. Class imbalance occurs when one class in the dataset greatly outnumbers the 
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other class(es). Typically, data mining algorithms encounter difficulties producing optimal models with such data, 
Seiffert et al. (2009) [21]. Table IV shows the confusion matrix for this RUSBoosted trees. Table V shows the 
confusion matrix for logistic regression. Logistic regression achieved 80.5% accuracy for the same experiment while 
this value for RUSBoosted method is 90.2%. To compare the performance of the two methods, Table VI shows the 
prediction speed and training time for all methods in addition to performance criteria including accuracy, sensitivity, 
positive predictive (precision) value, negative predictive value, and F1 score. In overall, we can conclude that 
RUSBoosted performs better than classical logistic regression. Figure 2 shows that RUSBoosted Trees ensemble 
method is an improvement over the benchmarked logistic regression method in terms of accuracy. However, logistic 
regression is faster in both training time and prediction speed as shown in Figures 3 and 4.  

Table 3. List of 25 Classification Methods using Design of Experiments with a 75% Right to Left Lane Ratio and 
20% Holdback Validation 

Method Category 
25 Classification Methods 

Method Accuracy Training Time  
(seconds) 

Prediction Speed  
(observations/second) 

Decision Tree Fine Tree 78% 1.985 1600 

Decision Tree Medium Tree 78% 1.3959 1600 

Decision Tree Coarse Tree 70.7% 1.0473 15000 

Discriminant Analysis Linear Discriminant 75.6% 0.69496 13000 

Discriminant Analysis Quadratic Discriminant 63.4% 0.74761 12000 

Regression Logistic Regression 80.5% 0.34013 8900 

Naïve Bayes Gaussian Naïve Bayes 65.9% 0.7175 15000 

Naïve Bayes Kernel Naïve Bayes 76.6% 0.89327 5100 

SVM Linear SVM 75.6% 0.76359 15000 

SVM Quadratic SVM 75.6% 0.64341 12000 

SVM Cubic SVM 70.7% 0.53002 14000 

SVM Fine Gaussian SVM 73.2% 0.41703 12000 

SVM Medium Gaussian SVM 75.6% 0.38895 1200 

SVM Coarse Gaussian SVM 75.6% 0.28934 13000 

KNN Fine KNN 78% 0.16585 14000 

KNN Medium KNN 75.6% 0.032137 7200 

KNN Coarse KNN 75.6% 1.0655 9100 

KNN Cosine KNN 75.6% 0.92045 9200 

KNN Cubic KNN 75.6% 0.75007 7200 

KNN Weighted KNN 75.6% 0.6079 9700 

Ensemble Boosted Trees 80.5% 1.6919 1200 

Ensemble Bagged Trees 87.8% 1.083 1100 

Ensemble Subspace Discriminant 75.6% 0.93045 920 

Ensemble Subspace KNN 73.2% 1.4703 650 

Ensemble RUSBoosted Trees 90.2% 1.0239 1200 

Table 4. Confusion Matrix for the RUSBoosted Trees 

True Values Confusion Matrix for RUSBoosted Trees 
Predicted 0 Predicted 1 

True 0 9 1 

True 1 3 28 
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Table 5. Confusion Matrix for Logistic Regression 

True Values Confusion Matrix for Logistic Regression 
Predicted 0 Predicted 1 

True 0 3 7 

True 1 1 30 

Table 6. Accuracy and Performance Comparison 

Classification 
Methods 

Accuracy and Performance Results 

Accuracy 
(%) 

Sensitivity 
(%) 

Precision- 
positive predictive 

value (%) 

Negative 
predictive 
value (%) 

F1 
score 
(%) 

Training 
Time 

(seconds) 

Prediction Time 
(observations 
per second) 

RUSBoosted 
Trees 
Ensemble 

90.2 90 75 96.5 82 1.0239 1200 

Logistic 
Regression 80.5 30 75 81 42 0.34013 8900 

 
Fig 2. Accuracy Comparison 

 
Fig 3. Training Time Comparison 

 
Fig 4. Prediction Speed Comparison 

5 CONCLUSION 

This research tackled an important problem, which has applicability to the autonomous vehicle and traffic simulation 
industries. In this study, machine learning methods are proposed as an alternative to classical logistic regression to 
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predict the direction of a lane change. NGSIM dataset is used to generate a lane change dataset. Also, data cleaning 
was performed to remove outliers and noises from data. Through a design of experiments, 25 classification methods 
were tested against randomly selected containing ratios of 25%, 50%, and 75% right to left lane change data. 
Subsequently, each sample was validated through both cross and holdback validation methods. RUSBoosted trees, 
an ensemble method, achieved a 12% improvement in accuracy over logistic regression. For RUSBoosted method, 
performance criteria in percentages for accuracy, sensitivity, positive predictive, negative predictive, and F1 score 
are 90.2, 90, 75, 96.5, and 82, respectively; while these values for   logistic regression are 80.5, 30, 75, 81, 42. 
Therefore, with respect to performance, RUSBoosted trees is a suitable alternative to logistic regression. It should 
be noted that logistic regression remains a superior method if we only take training time or prediction speed into 
consideration. Future research will expand on results achieved through the addition of data for vehicles in adjacent 
lanes. The desire is incorporate aspects of traditional lane change models to predict the direction of lane change 
given space headings and velocities leading and following vehicles in both lanes. Upon achieved success, the model 
can be tested with traffic simulation software and further optimized to enable autonomous vehicles to continually 
calculate the ideal target lane, left or right, based on the traffic the given traffic scenario in adjacent lanes.  
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