
Istraživanja i projektovanja za privredu 

ISSN 1451-4117 
DOI:10.5937/jaes0-47477 

www.engineeringscience.rs 

 

 
publishing 

 Journal of Applied Engineering Science 

Vol. 21, No. 4, 2023 
Original Scientific Paper 
Paper number: 21(2023)4, 1161, 1215-1222 

 

1215 

MULTICRITERIA SELECTION OF A METHOD FOR PROCESSING 
MULTISPECTRAL EARTH REMOTE SENSING DATA 

Viacheslav Zelentsov1*, Yuriy Andrianov2, Victor Mochalov1 
1 St. Petersburg Federal Research Center of the Russian Academy of Science, St. Petersburg, Russia 

2 Volga State University of Technology, Yoshkar-Ola, Russia 
* v.a.zelentsov@gmail.com 

The article is devoted to the use of qualimetry methods for models and polymodel complexes in order to solve one 
of the relevant engineering problems - automation of selecting methods for calculating Earth remote sensing (ERS) 
data processing when analysing the state of complex natural and technical systems. The proposed approach was 
discussed using the example of choosing methods for calculating forest sustainability indicators. A typical situation 
was considered when alternative methods and models can be applied at each stage of data processing. The essence 
of the proposed approach is to formulate and solve the task on multicriteria comparative analysis of processing 
methods based on a set of indicators, which include costs, required for implementation one or another method, 
efficiency, which refers to calculation duration of the analysed sustainability indicator, and an indicator reflecting the 
quality of the solution - accuracy of calculations result. The solution algorithm was illustrated within an example of 
choosing the method for assessing consequences of the forest fire. The selection results were presented in the form 
of a table, which allows the user to evaluate losses and gains in the values of partial indicators when moving from 
applying one method to another. The proposed algorithmization of the selection task determines possibility for its 
automation and, thereby, simplifying application of complex methods for processing ERS data for the end user. In 
addition, the possibilities and degree of validity for scaling the results of processing ERS data from individual areas 
to large forest areas are expanding. 

Key words: qualimetry of models and polymodel complexes, multi-criteria selection, natural and technical systems, 
Earth remote sensing data, sustainability of forest vegetation 

1 INTRODUCTION 

Currently, one of the most prospective methods for studying complex natural and technical systems (NTS) including 
environmental problems is the use of Earth remote sensing data (ERS). Technologies for automated processing of 
multispectral aerospace ERS data are applied more and more often [1-6], that covers improvements in the field of 
artificial intelligence technologies. For example, a number of indicators for forest sustainability may be determined, 
including those characterizing the forests productive capacity, viability and their biological diversity. Species 
composition, age, crown density, biomass volume, characteristics of the forest fires consequences and others can 
be applied as specific assessed indicators. 
In general, taking into consideration the variety of assessed indicators, in order to calculate them it is required to 
apply different types of NTS models and assessment methods, each can be used to calculate its own indicator or 
their combination [7-11]. While processing ERS data, methods, providing landscape elements identification and 
assessment of the NTS state can be used, in particular, classification methods, perceptron-based method, k-nearest 
neighbors, support vector machine method, “random forest” [12, 13] etc., as well as approaches based on clustering 
of landscape elements. Examples of clustering methods include the k-means method and the fuzzy C-means 
algorithm, or FCM algorithm [14]. 
One of the main advantages of remote sensing in analyzing NTS and the environmental state is the possibility to 
scale results of processing ERS data obtained on a specific scene (fragment of ERS data) with known NTS 
characteristics to large areas reflected in other survey fragments. As a basis for such scaling can serve, firstly, the 
stability of spectral-brightness and spatial-frequency characteristics over time for the considered scene [15], and 
secondly, a reasonable choice of the specific method for processing ERS data and determining the desired 
characteristics of the environmental state.  
Currently, the task on selecting a method is most often solved by qualified researchers applying their own experience 
in a non-operative manner [16, 17, 18]. However, the widespread use of ERS data processing methods, expanding 
range of processing tasks and the necessity to introduce prospective methods for analyzing the NTS and 
environmental state into practical activities make it necessary to automate this stage of ERS data processing. 
Automation, in turn, is possible in case the algorithms for quantitative comparative analysis of the used models and 
methods are developed and applied. The use of approaches developed within the framework of a new scientific 
direction - qualimetry of models and polymodel complexes - can serve as a prospective direction for solving such 
problems [19]. Comparative analysis algorithms can be based on methods of complex objects multicriteria evaluation 
within a set of indicators. At the same time, according to the provisions of the theory on complex systems efficiency 
[20], it is advisable to use three groups of indicators as target functions of the task on comparative analysis and 
methods selection for calculating indicators of NTS and environmental state: the costs for implementing one or 
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another method, efficiency, which refers to the calculation duration for a particular indicator of the environmental state 
based on a specific method, and a target indicator reflecting the quality of the solution obtained - reliability or accuracy 
of the modeling result. 
It should be noted that in the considered context, the concepts of “calculation method” and “model” are different. The 
concept of “calculation method” includes not only the actual mathematical model used and the corresponding 
algorithm for estimating the studied indicator of environmental state, but also other components: procedures for 
preparing the initial data required to implement the mathematical model, as well as procedures for validating the 
results obtained within applying one or another calculation method. As will be demonstrated below, taking these 
components into account can significantly affect the duration and resource costs for performing calculations, and, 
accordingly, the selection of method for assessing the environmental state. 

2 PROBLEM STATEMENT 

In the general case, assessment of the NTS state is carried out by sequentially performing several stages (operations) 
of ERS data processing. Each of the operations can be implemented by one of the alternative methods. Such 
operations, for example, are: landscape elements identification at the level of defining known homogeneous surfaces; 
condition assessment or semantic qualitative description of a landscape element; assessing the dynamics of changes 
in the state of a landscape element over time. Let us consider the formulation of the task on selecting the best 
calculation methods precisely for this most general case. 
To formalize the problem of multicriteria selection, suppose: 

{ , }, {1,2,..., }iA A i N N n= ∈ = is the set of calculation stages, each can use one of the possible alternative calculation 
methods (CM);  

{ , {1,2,..., }, }i
j iB B j m i N= ∈ ∈  is the set of potentially possible calculation methods ( i

jB – j -th CM for the i-th stage); 

, , {1,2,..., }ij ic i N j m∈ ∈  is the resource costs for implementation of j-th CM at the i-th stage of calculation; 

, , {1,2,..., }ij it i N j m∈ ∈  is the efficiency (implementation duration) of j-th CM at the i-th stage of calculation; 

, , {1,2,..., }ij ip i N j m∈ ∈  is the performance target of j -th CM, applied at i-th stage of calculation – as noted above, this 
is an indicator of calculations accuracy; 

ijX x=  is the configuration of CMs for the calculation scheme as a whole, with 1ijx = , if as iA  we use CM i
jB

and 0ijx = , if otherwise. The specific configuration of calculation scheme is thus a set of CM used at all stages. 

Wherein 
1

1,
im

ij
j

x i N
=

≤ ∀ ∈∑ , as for each i -th stage only one method i
jB  can be used as a CM from the possible 

nomenclature. These restrictions determine the area Δ of acceptable solution options. 
Taking into account the introduced notations, the task on determining the best calculation methods is a multicriteria 
selection problem on a discrete set of feasible alternatives of the following type: 

min ( ), min ( ), max ( ),
X X X
C X T X P X
∈∆ ∈∆ ∈∆

 (1) 

where ( )C X is the resource costs for calculations in the configuration X; ( )T X is the calculations duration; ( )P X  
is the modeling quality target. 
In essence, the formulation of the selection task is interpreted as follows: it is necessary to determine such methods 
for calculating values of the required indicator for assessing the NTS state, that ensure minimization of resource 
costs for carrying out the calculations, minimizing the calculation duration and maximizing the target indicator of the 
modelling quality. 
The general calculation scheme, commonly, may have a network structure. In this network, it is possible to form a 
set of shortest paths; for each path 1,2,...,k K= we denote by kП  set of CM numbers included in it. Thus, the analyzed 
indicators can be defined as follows:  
resource costs for the calculation cycle: 

1 1
( )

imn

ij ij
i j

C X c x
= =

= ⋅∑∑  (2) 

duration of calculations: 

1,..., 1
( ) max

i

k

m

ij ijk K i j
T X t x

= ∈Π =

= ⋅∑∑  (3) 
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target indicator: 

1,..., 1
( ) min min

i

k

m

ij ijk K i j
X p x

= ∈Π
=

Ρ = ⋅∑  (4) 

The substantial meaning of indicator (4) is as follows: the accuracy indicator for the entire calculation cycle is the 
worst accuracy value among all selected CMs for separate calculation stages. 
As a rule, the algorithm for solving such problems includes identifying a set of non-dominated (Pareto-optimal) options 
for calculation schemes, and finding a unique solution based on the selected criterion on this set. In particular, a 
proven method is to find a compromise solution, which minimizes the maximum of the weighted relative deviations 
from the optimum for particular indicators [21]: 

k
l lX l L

X arg min max w ( X ),ρ
∈∆ ∈

=  
(5) 

where: L is the set of individual quality indicators; lρ  are the weighting factors of their relative importance, 
0 1l l

l L
,ρ ρ
∈

> =∑  ; lw ( X )  are the relative deviations of indicator values from optimum,  

0 0
l l l l lw ( X ) ( f ( ) f ) / ( f f )∗= • − −  (6) 

where 0
lf и lf

∗ are the best and worst values of the l-th indicator respectively. In relation to the considered problem 
(1) the set L consists of three indicators: the indicator 1f  is C(X), 2f  is T(X), and 3f  is P(X). 

3 RESULTS AND DISCUSSION 

Let us illustrate the solution to the selection problem applying example on the task of assessing consequences after 
a ground forest fire that occurred in the Leningrad region on August 30, 2019, using ERS data from the Sentinel-2 
satellite.  
Figure 1 shows the study area. This site has previously been covered by mixed pine-deciduous forest. Fire type is 
ground. 

  
Fig. 1. Study area (latitude: 60° 26’ 54.7”, longitude: 30° 28’ 43.9”) 

Two scenes of 12-band multispectral Sentinel-2 ERS data were used: dated August 27, 2019 (before the fire): 
S2A_MSIL1C_20190827T092031_N0208_R093_T36VUN_20190827T112253; and dated November 25, 2019 (two 
months after the fire): S2A_MSIL1C_20191125T092321_N0208_R093_T36VUN_20191125T092951. 
Figure 2 shows ERS data on the study area map. 

 
Fig. 2. Satellite image on the study area map 
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To simplify the presentation of selection procedure, the choice of CM in relation to one of the above-mentioned 
assessment stages is considering, precisely the stage of assessing a landscape element state. 
The assessed indicators of the forest vegetation sustainability are the burnt area and types of burnt plant 
communities. Determination of these indicators’ values can be performed using various methods and corresponding 
software for data processing and modeling [2].  
The assessment accuracy of the considered indicators, time and other resources costs on performing the calculations 
depend on applied method. Possible alternative methods considered in the framework of this example include 
perceptron-based (PPN), support vector machine (SVM), random forest (RF); k-means and fuzzy c-means algorithm 
(FCM) clustering methods. [12] The initial data for choosing the best calculation method in terms of indicator (5) are 
the values of accuracy, duration, and resource costs for each of the methods under consideration. 
To assess the calculations accuracy of the burnt area and the type of burnt plant community performed by alternative 
methods, ground surveys were carried out and a control sample similar to the training sample was formed. Ground 
surveys were performed after the fire, in parallel with satellite imaging. 
Table 1 shows a fragment of the initial field data for forming a training sample using the first three methods mentioned. 
Each row of the table represents measurement results containing the values of the spectral brightness coefficients 
in twelve spectral channels of the Sentinel 2 satellite equipment for the corresponding image pixels as well as a class 
label. Measurements within the burnt contour are assigned with a class label “1”. Class labels “2” and “3” are assigned 
to areas with forest vegetation types 1 and 2, respectively, in close proximity to the burnt area. The total number of 
records (image pixels) in the tables is 102 (34 rows for each class). The training sample included 70 pixels and the 
testing sample included 32 pixels. The sizes of the training sample were chosen to ensure the initial data 
representativeness in relation to the reflective characteristics general population of similar types vegetation within 
the scene. That is, the statistical characteristics of the surface reflective properties within the sample correspond to 
similar characteristics within the adjacent forest landscape. 

Table 1. Initial data for forming a training sample 

Measure
ment № 

Channel number 
Class label 

1 2 3 … 11 12 
1 0.136 0.131 0.120  0.110 0.104 1 
2 0.136 0.142 0.123  0.076 0.065 3 
3 0.128 0.122 0.106  0.125 0.113 1 

… 
100 0.140 0.110 0.122  0.081 0.066 3 
101 0.140 0.132 0.129  0.092 0.075 3 
102 0.125 0.118 0.099  0.087 0.075 2 

Table 2 shows a fragment of the classification results performed using the compared methods. 
In Table 2, the indicator referred to as “accuracy” characterizes the probability of correct classification, which means 
the ratio of correctly classified test measurements number to the total amount of measurements provided in the 
control sample. For a number of methods, the value of “accuracy” indicator turned out to be equal to 1.0, which is 
due to the insufficiently large volume of initial data (measurements) rather than the classification method quality. With 
an increase in the initial data volume, it is possible to obtain more accurate estimates. Table 3 presents results of 
clustering using k-means and FCM methods. To calculate the values of the “accuracy” metric, the resulting cluster 
labels were correlated with data from a similar control sample. 

Table 2. Classification results 

Measurement 
№ Class label 

Methods 
PPN SVM RF 

1 1 1 1 1 
2 3 3 3 3 
3 1 1 1 1 

… 
100 3 3 3 3 
101 3 3 3 3 
102 2 2 2 2 

accuracy 1,0 1,0 0,98 
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Table 3. Clustering results 

Measurement № Class 
label 

Clusterization methods 

k-means 
FCM 

Affiliation measurements Class 
max. 1 2 3 

1 1 1 2,20e-4 0,99 4,45e-5 2 
2 3 2 2,57e-3 2,20e-4 0,99 3 
3 1 1 3,05e-6 0,99 3,76e-8 2 

… 
100 3 3 0,79 6,18e-4 0,21 1 
101 3 2 5,46e-7 2,59e-8 0,99 3 
102 2 3 0,99 2,35e-4 1,23e-4 1 

accuracy 0,87 0,90 
Figure 3 shows results of applying classification methods. The darkened area of the figure corresponds to the burnt 
forest territory; pink and dark blue colors indicate forest types 1 and 2, respectively. Blue and light green colors reflect 
unidentifiable surfaces. 

 
a) 

 
b) 

 
c) 

Fig. 3. Results of applying classification methods 

a) – RF; d) – SVM; e) – PPN. 
Figure 4 shows the results of the considered clustering methods work. 

а) k-means method б) FCM method 

Fig. 4. Results of applying clustering methods 

The dark green area corresponds to the burnt territory. To display the results of k-means and FCM methods operation 
when clustering adjacent forest vegetation species, light green and dark blue colors were used.  
Analysis of the data content presented in Tables 2 and 3, and in Figures 3 and 4, allows us to draw conclusions about 
the accuracy of assessing indicators based on the calculation methods under consideration. To ensure a justified 
method selection, it is necessary to carry out a multi-criteria comparison, which covers an analysis of not only the 
accuracy indicator, but also the efficiency and resource intensity (economic efficiency) indicators of the methods 
under consideration. It should be taken into account that the k-means clustering and FCM methods do not involve 
constructing a training sample. To use them, you only need to indicate the boundaries of the landscape element 
undergoing clustering and the number of clusters that are identified within landscape element boundaries. Thus, the 
requirements to initial data composition, which are formed mainly during ground-based surveys, are reduced, i.e., 
the costs for gathering them are reduced and, accordingly, this affects the methods’ economic efficiency. 
Table 4 shows an example of indicators summary values for the compared methods when solving a typical task on 
identifying several types of forest surfaces (two...four) based on Sentinel-2 data over an area of 3-5 hectares. 
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Table 4. Initial data for methods comparison 

№  Calculation method 
(algorithm)  Calculation accuracy Duration of training 

Resource costs (taking into 
account the volume of 
ground surveys) – in 

conditional currency unit 

1 PPN 1,0 110 -1110 min 10 
2 SVM 1,0 140 min 10 
3 RF 0,98 140 min 10 
4 К-means 0,87 130 min 4 
5 FCM 0,90 40 min 2 

Table 5 shows results of weighted relative deviations calculations from the optimum for particular indicators in 
accordance with relations (5), (6). In this case, it is considered that the calculation accuracy indicator has the highest 
priority: the weighting coefficients of particular indicators take the following values: 0.8 for the accuracy indicator, 0.1 
for the efficiency indicator, 0.1 for the cost indicator. 

Table 5. Weighted relative deviations from optima 1 

Indicator 
Weighted relative deviations from optima for the methods: 

PPN SVM RF K-means FCM 
Accuracy 0,000 0,000 0,123 0,800 0,615 
Duration 0,100 0,009 0,009 0,008 0,000 

Costs 0,100 0,100 0,100 0,025 0,000 
Max. deviation 0,100 0,100 0,123 0,800 0,615 

As can be seen from the table, the PPN and SVM methods are the best in this case according to the selected criterion. 
However, in case the priority of the calculation duration indicator increases (ρ2 = 0.3, while ρ1 = 0.6 and ρ3 = 0.1), the 
RF method has the best characteristics (Table 6). 
If the indicator of resource costs for implementing the method is important, and its weight coefficient ρ3 = 0.4, and at 
the same time ρ1 = 0.4 and ρ2 = 0.3, then FCM becomes the most preferable (Table 7). 
In some cases, different methods may provide the same maximum deviation value, for example, as shown in Table 
6. It is a pretty rare event indicating a lack of initial data. In this case, the final decision is made on the basis of 
additional information resulting from interactive interaction with the user, in accordance with the methodology of multi-
criteria decision making [19, 21]. 
In some cases, different methods may provide the same maximum deviation value, for example, as shown in Table 
6. It is a pretty rare event indicating a lack of initial data. In this case, the final decision is made on the basis of 
additional information resulting from interactive interaction with the user, in accordance with the methodology of multi-
criteria decision making [19, 21]. 

Table 6. Weighted relative deviations from optima 2 

Indicator 
Weighted relative deviations from optima for the methods: 

PPN SVM RF K-means FCM 
Accuracy 0,000 0,000 0,092 0,600 0,462 
Duration 0,300 0,028 0,028 0,025 0,000 

Costs 0,100 0,100 0,100 0,025 0,000 
Max. deviation 0,300 0,100 0,100 0,600 0,462 

Table 7. Weighted relative deviations from optima 3 

Indicator 
Weighted relative deviations from optima for the methods: 

PPN SVM RF K-means FCM 
Accuracy 0,000 0,000 0,062 0,400 0,308 
Duration 0,300 0,028 0,028 0,025 0,000 

Costs 0,400 0,400 0,400 0,100 0,000 
Max. deviation 0,400 0,400 0,400 0,400 0,308 

Generally, the presented results show that the proposed method makes it possible to formalize and automate the 
process of selecting the most appropriate calculating method based on several criteria. This differs from the known 
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descriptions of ERS data processing technologies using several types of algorithms without their reasonable choice 
or known approaches to evaluate algorithms by one indicator [18, 22-24]. That is, the proposed method can be used 
to complement these approaches and increase the efficiency of analyzing the NTS state. 

4 CONCLUSIONS 

Thus, based on the proposed approach, the best method for calculating indicators of the state of forest vegetation, 
or a set of methods for a multi-stage calculation scheme, can be selected according to the introduced criterion. The 
final choice is influenced by both accuracy and resource characteristics of the methods. The decision on methods 
selection is presented in the form of a table, which allows the user to evaluate losses and gains in the values of partial 
indicators when moving from using one method to another. 
Algorithmization of the selection problem determines possibility of its automation and, thereby, simplifying the use of 
complex methods for processing remote sensing data for the end user. In addition, the possibilities and validity degree 
are expanding for scaling the results of processing multispectral ERS date for individual territories to large areas of 
forests. 
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